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Preface

The 22nd International Conference on Condensed Matter Nuclear Science, ICCF-22, was held on September 8—13,
2019, in Santa Margherita degli Angeli near Assisi, Italy, at the Hotel and Conference Centre, Domus Pacis, organized
by William Collis with Co-chair Claudio Pace. There were 152 participants and 57 oral presentations were made with
a further 27 poster papers.

The philosophy of the conference followed the successful ICCF-21 held in June 2018 in Colorado, USA. Emphasis
was on a good value for money and creating a convivial atmosphere. We were very lucky to find the right balance in
a down town hotel and conference centre with costs even pilgrims could afford! The banquet was held in the hotel
gardens with a medieval entertainment and music. http://www.claudiopace.it/iccf22-renaissance-banquet-and/ Several
participants dressed up in costume and recited their lines. During the banquet the Giuliano Preparata Medal was awarded
to Dr. Vladimir Vysotskii. We also organized an open bar pioneered at ICCF-21 and on three evenings drinks were
available after dinner in the foyer to allow participants to continue scientific discussions.

The format of the conference followed that of previous years starting with a reception on Sunday evening with the
usual plenary sessions starting on Monday morning and continuing until Friday mid-day. There was an excursion by
coach to Assisi on the Tuesday. More details of the conference can be found online at https://iscmns.org/iccf22/.

The International Advisory Committee received the presentation by Dr Chongen Huang and appointed Professor
Tian ZhongQun to organize ICCF-23 in China. We wish our Chinese colleagues every success in organizing the next
conference during these uncertain times of Covid-19.

I would like to end by thanking all those who made ICCF-22 such a success starting with my co-chairman Claudio
Pace. He organized most of the local arrangements. A big thank you is due to Assia, Misa, Elettra, Ursula, Emanuele,
Ruby, Alan and to our patrons ISCMNS, LENRIA, NICHENERGY, ASSISI NEL VENTO, not forgetting our anony-
mous financial sponsors. And of course we are grateful to the Domus Pacis staff, particularly, Giuseppe, Chiara and
Sabrina.

Sincerely,

Dr. Bill Collis
(Chairman, Organizing Committee for ICCF-22)
August 2020
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Research Article

Excess Energy Generation using a Nano-sized Multilayer
Metal Composite and Hydrogen Gas

Yasuhiro Iwamura*, Takehiko Itoh' and Jirohta Kasagi
Research Center for Electron Photon Science, Tohoku University, Sendai, Miyagi 982-0826, Japan

Shoichi Murakami and Mari Saito
CLEAN PLANET Inc., Tokyo 105-0022, Japan

Abstract

New type of excess heat experiments using a nano-sized metal multilayer composite and hydrogen gas have been performed based
on the permeation-induced transmutation experiments with multilayer thin film and excess heat experiments with nano-particles.
Two nano-sized metal multilayer composite samples, which were composed of Ni, Cu, CaO, Y203 thin films on bulk Ni (25 mm
x 25 mm x 0.1 mm), were placed in a vacuum chamber. These samples were fabricated by Ar ion beam sputtering method. After
baking of the samples, Ho gas was introduced into the chamber up to about 230 Pa at 250°C. Then, the Ni based multilayer thin
films started to absorb Ha gas. Amount of absorbed Hg gas can be evaluated by the pressure measurement of the chamber. Typically,
after about 50,000 s, Ho gas was evacuated and simultaneously the samples were heated up by the ceramic heater up to 500-900°C.
The evacuation and heating process seem to trigger heat generation reactions. Heat burst phenomena were simultaneously detected
by a radiation thermometer looking at the surface of the multilayer thin film and a thermocouple located near the metal composite.
It shows that heat measurement by the thermocouple embedded in the ceramic heater correctly reflects surface temperature detected
by the radiation thermometer. Excess energy generation using nano-sized multilayer Cu/Ni metal composite and Cu/Ni metal with
third material (CaO, Y203) composite were presented. Maximum released excess energy reached 1.1 MJ and average released
energy per absorbed total hydrogen was 16 keV/H or 1.5 GJ/H-mol. It cannot be explained by any known chemical process and
suggests that the observed heat generation must be of nuclear origin. Various analysis methods, such as SEM-EDX or TOF-SIMS,
had been applied to obtain information about what kind of reactions occur by the interaction of the nano-sized multilayer metal
composite with hydrogen gas.

(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123

Keywords: Anomalous heat, Excess heat, Gas loading, Heat burst, Hydrogen gas, Multilayer thin film, Nano material, Nano-sized
metal composite
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1. Introduction

Permeation-induced transmutation phenomenon, which is completely different from conventional transmutation by
nuclear reactors or accelerators, was first reported in 2002 [1]. D, gas permeation through a nano-structured multilayer
thin film composed of Pd and CaO thin film and Pd substrate with a target element induces nuclear transmutation
reactions [2—4]. The temperature of the Pd complex is typically 70°C and the pressure of Dy gas is 1 atm. Permeation-
induced nuclear transmutation reactions were firstly observed at Mitsubishi Heavy Industries and were successfully
replicated by other institutes such as Toyota R&D center [5]. Typical target element is Cs and produced element is
Pr. Transmutation reactions of Sr, Ba, W into Mo, Sm, Pt were also observed by this method. It seemed that 2, 4 or
6 deuterons make fusion with the target materials. In this research, deuterium diffusion through nano-sized multilayer
thin film was a key factor and the elemental analysis was important technique.

The Collaborative Research Project between six Japanese organizations funded by New Energy and Industrial
Technology Development Organization (NEDO) on anomalous heat effects was done from Oct. 2015 to Oct. 2017
using Ni, Pd, Cu, and Zr nano-particles. Anomalous heat generation, which is too much to be explained by any known
chemical process, was observed. Qualitative reproducibility was confirmed between the Kobe University and Tohoku
University [6-9]. The authors replicated the experiments using nano-Pd/Ni fabricated by glow discharge with Dy gas
developed by Mizuno [10]. In these experiments, nano-sized particles and diffusion of hydrogen and deuterium were
one of key factors to observe the heat effects and precise heat estimation was crucial.

Combining above factors and methods, we developed a new type of excess heat experiments using a nano-sized
metal multilayer composite and hydrogen gas. Larger excess energy per H was obtained using the present method.

2. Experimental

A schematic of the experimental set-up is shown in Fig. 1(a). Two nano-sized metal multilayer composites were
placed in the center of the chamber. The chamber, made of stainless steel (type 304), had two ports for introducing
and evacuating gas, respectively. Ho gas and its pressure were monitored by a Pirani gauge. The chamber could be
evacuated by a turbo molecular pump. The multilayer samples could be heated up by a ceramic heater (MS-1000R;
Sakaguchi E. H Voc Corp.) in which a thermocouple (Pt-PtRh13%) was embedded. Heater temperature was measured
by the thermocouple. The surface temperature of a sample was evaluated by an infrared radiation thermometer (IR-
CAQ3CS; Chino Corp.). The detector was made of InGaAs and two wavelengths, 1.55 and 1.35 pm, were used
in this work. Gamma-rays were monitored by a Nal (TIl) scintillation counter (TCS-1172; Hitachi, Itd.) during all
experiments, for safety. Heater input power was supplied by a DC power source with constant voltage mode. The
input voltage and current were measured both by voltage and current monitors provided by the power supply and an
independent voltmeter and amperemeter, respectively.

A detailed drawing of the Ni based nano-sized metal multilayer composite is shown in Fig.1(b). It was composed
of a Ni Plate (25 mm square and 0.1 mm thickness) and Cu—Ni multilayer thin film (25 mm diameter circle and few
10 nm thickness). Two nano-sized metal multilayer composite samples were heated by the ceramic heater (25 mm
square and 2.2 mm thickness) through SiO5 plates (0.1 mm thickness). If certain energy generation reactions would
happen on the surface of samples, the temperature of the embedded thermocouple (heater temperature) would rise.
Simultaneously, infrared emission detected by the radiation thermometer, which corresponds to surface temperature
of the sample, would increase. Photos of the experimental set-ups and STEM image of Cu-Ni multilayer thin film are
shown in Fig. 2.

A Ni plate (25 mm square and 0.1 mm thickness, purity up to 99.9%, Furuuchi Chemical Co.) was washed with
acetone and annealed in vacuum (<10~*Pa) at 900°C for 72 h. It was then cooled to room temperature in a furnace
and washed with HNO3/H>O to remove impurities on the surface of the Ni plate. The surface of the plate was covered
by layers of Cu (2 nm) and Ni (14 nm) which were obtained by alternatingly sputtering 2 nm thick Cu and 14 nm
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Figure 1. Experimental set-up. (a) Schematic of experimental apparatus, (b) detail drawing around nano-sized multilayer metal composite.

thick Ni layers. 2 nm thick CaO or Y2Oj thin films were inserted into the Ni layers in some cases. The thicknesses of
the layers were measured by a crystal thickness monitor. Fabrication process is performed by Ar ion beam sputtering.
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Figure 2. Photos of experimental apparatus and cross-sectional view of nano-sized metal multilayer composites; (a) outer view of the present
experimental set-ups, (b) STEM (scanning transmission electron microscope) image of Cu—Ni multilayer thin film.
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The samples are sputtered at room temperature and the voltage and current of the Ar beam are 1 kV and 10 mA,
respectively.

The experimental procedure is as follows. Two nano-sized metal multilayer composites were placed in the chamber
and baked for 1-2 days at temperature more than 200°C to remove H>O on the surface under vacuum condition. After
baking, Hy gas was introduced into the chamber up to about 230 Pa at 250°C. Usually Hy gas was loaded for about
16 h. Then, H, gas was evacuate by the turbo molecular pump and simultaneously the samples were heated up by the
ceramic heater up to 500-900°C. These process triggers heat generation reactions and observed excess heat. Typically,
after 8 h, the heater input was turned down and the samples were made cool down to 250°C. These processes (Ha
loading, heating up and cooling down samples) were repeated several times changing heating temperature.

During the above experimental procedure, hydrogen atoms are supposed to diffuse from the Ni plate through the
nano-sized metal multilayer to the surface. The diffusion mechanism of hydrogen atoms is well known as “quantum
diffusion” [11]. Hydrogen atoms are hopping from a site to another site in metal. We assume that hydrogen flux is
one of the key factors to induce condensed matter nuclear reactions and the hydrogen flux is intentionally arranged by
the present experimental method. Hydrogen flux J from the nano-sized metal multilayer composite to the chamber is
caused by gradient of hydrogen concentration and gradient of temperature as shown in Eq. 1 [12].

cQ*VT)

“keT? ey

J=-nD <Vc+

where n is the number of lattice atoms per unit volume, c is hydrogen concentration defined as the hydrogen/host-metal
atom ratio, D is diffusion coefficient and QQ* is the heat of transport.

3. Results and Discussion
3.1. Excess heat estimation
Heat analysis of this system is based Eq. (2) as explained in Fig. 3(a).

Tu—Ty
k H

Ay+2Aseo (TSAL—TV%) =Pn+He, )

where k is thermal conductivity, Ty the heater temperature, Tg the surface temperature, Ty wall temperature of the
chamber, L the length between the heater and wall, Ag surface area of the sample, ¢ the emissivity of the sample, o
the Stefan—-Boltzmann constant, P, the electrical heater input and H,, is excess power that is generated heat power
by the condensed matter nuclear reactions. This equation is obtained under the following assumptions.

(1) Thermal conduction via Hy gas is negligible as Hy pressure is low enough.
(2) Radiation from chamber wall is negligible because Ty is room temperature.
(3) The electrical input power is constant. blank run, in which same sized Ni bulk.

A blank run, in which same sized Ni bulk samples without multilayer thin films were used, was performed with
the same procedure described above. Figure 3(b) shows the relationship between input power given to the ceramic
heater and heater temperature detected by the thermocouple. Generated excess heat power can be evaluated based on
the blank run result. Generated heat can be evaluated by Eq. (1).

The radiation thermometer was introduced recently, so we now have many experimental results with the heater
temperature only. As a first step of data analysis, experimental data analysis was done based on the assumption that
¢ is constant for Ni based nano-sized metal multilayer composite and Ni bulk. In the next step, excess heat will be
evaluated more preciously by measuring ¢ for each sample.



Y. Iwamura et al. / Journal of Condensed Matter Nuclear Science 33 (2020) 1-13 5

Pin
N 1 Tw
[y *ﬂ_ Blank Run
Heat 1 i 25 . ‘ ‘
| | Conduction ! ‘ /
|| to Chamber L 4::=’ Ay ‘
' Ak ‘ 20| / ]
1| _ '
v 1 1 = i
Ag Asg 5 15| o ]
| | Radiation Radiation é '
| ‘""""“.*. SO s ol . P 1
| T\, i < T]] i ']-5 | % -
\5 s," 5F o 4
Hex ‘ 0 L — . . .
| 300 400 500 600 700 800 900
1 B P---U.OUIPa_L Heater Temperature (° C)
@ ()

Figure 3. Excess heat evaluation; (a) Model of excess heat evaluation, (b) Relationship between input power (W) and heater temperature for
blank run.

3.2. Excess heat generation and its evaluation

Examples of experimental results are shown in Figs.4 and 5. The structures for the samples were shown in Fig. 4.
The ratio of Ni and Cu was the same for the four samples; Cu/Ni=1/7 in these examples. It was selected based on the
past NEDO project results [7-9]. Also CaO and Y203 were selected based on the permeation-induced transmutation
results [1-4].

Figure 5 shows pressure of the chamber and excess heat for each sample. Red and blue lines mean excess heat

Ni['?m_n) Ca0 Ni{ 7rim) Y203
Cu Nif 14nm) Cu Ni(7nm) (2nm} Cu Ni(Zom) (Znm)
(2nmy (2nm) NiZo) cap  (2om) Ni(Zom) Y203
Cu Nii 14nm) Cu Ni{Zom) (Znmy) Cu NiZom) (2nm)
(2nm) 2nm) Ni(7nm} Ca0  (20m) Ni(7om} Y203
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(a) ©) (e (d)

Figure 4. Structures of nano-sized multilayer metal composite samples; (a) example #1: 3 layers of Cu 2 nm and Ni 14 nm, (b) Example #2: 6
layers of Cu 2 nm and Ni 14 nm, (c) Example #3: 6 layers of CaO 2 nm, Cu 2 nm and Ni 14 nm, (d) Example #4: 6 layers of Y203 2 nm, Cu 2 nm
and Ni 14 nm.
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Figure 5. Examples on excess heat generation; (a) example #1: 3 layers of Cu 2 nm and Ni 14 nm, (b) example #2: 6 layers of Cu 2 nm and Ni 14
nm, (c) example #3: 6 layers of CaO 2 nm, Cu 2 nm and Ni 14 nm, (d) example #4: 6 layers of Y203 2 nm, Cu 2 nm and Ni 14 nm.

and pressure of the chamber, respectively. At the beginning of each experiment, hydrogen gas was introduced to
the chamber and absorbed into the Ni based nano-sized multilayer metal composite at 250°C. The pressure for each
experiment gradually decreased as shown in the Fig. 5. The amount of hydrogen absorbed by each sample was
estimated based on the pressure change and temperature of the chamber. After about 16 h, Ho gas was evacuated and
simultaneously each sample was heated up by the ceramic heater. After that, excess heat more than input power was
observed for each experiment as shown in Fig. 5. The input power for each experiment was stable during a one cycle;
for example, 19 W was applied to the ceramic heater from about 6 x 10* s to about 9x 10 s in Fig. 5(a).

Comparing experiments (a)—(d), excess heat for experiment (b) was largest. Although input power for the first
excess heat event (from 6x 10% to 9x 10 s) in Fig. 5(a) and (b) was the same (19 W), heater temperatures were about
850°C and 880°C, respectively. A significant temperature difference was observed between the two cases. For each
experiment (c) and (d), which CaO and Y203 was inserted to each Ni film, excess heat was different. Although input
power for the third excess heat event (CaO: from 2.3x 105 to 2.6x 106 s, Y,03: from 2.6x 10° to 2.9x 10° s) in
Fig. 5(c) and (d) was the same (28 W), heater temperatures were about 910°C and 895°C, respectively. A significant
temperature difference was also observed between the experiments (c) and (d). It should be noted that the properties
of heat dissipation were different for experiments (a) and (b) and experiments (c) and (d) because experimental set-ups
were different for the two cases.

Time dependence of excess heat for the four experiments was different; excess heat tended to increase for the 6 Cu
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Table 1. Released excess energy per hydrogen for the four examples.
#1 (three layers of  #2 (six layers of #3 (six layers of  #4 (six layers of Y2O3—
Cu-Ni) Cu-Ni) CaO-Cu-Ni) Cu-Ni)
Absorbed H (mol) 7.6x 10~% 7.3% 10% 5.1x 10% 3.7% 10%
Absorbed number of H 4.6x 1020 4.4x 1020 3.0x 1020 23x 1020
Total excess energy (J) 4.6x 10° 1.1x 106 5.9x% 10° 2.6x 10°
Excess energy per H (J/H-mol) ~ 6.0x 108 1.5x 109 1.2x 10° 6.8x 108
Excess energy per H (eV/H) 6.3x 103 1.6x 10* 1.2x 10* 7.1x 103

and Ni-layer experiment (b), however, excess heat decreased for the other experiments. We can see that excess heat
power and its time dependence changed depending on the structure the multilayer thin film region.

Figure 6 illustrates the temperature dependence on the excess heat power for the four examples. Excess heat tended
to increase as temperature increase, however, YoO3 sample (Example #4) take a peak around 750°C. Temperature
dependencies for the four samples looks like convex shapes. They did not depend on fourth power of temperature and
it suggests that these observed excess heat powers were not attributed to the artifacts caused by thermal radiation.

Released excess energies per hydrogen for the four examples were evaluated based on the experimental results.
Table 1 summarizes the amount of absorbed hydrogen, total excess energy and excess energy per absorbed hydrogen.
The amount of excess energy was calculated by the time integration of excess powers for each experiment. They
ranged from 0.26 to 1.1 MJ. Although it seems highly unlikely that all the absorbed hydrogen atoms reacted, we
can still estimate that average released energies per absorbed total hydrogen for examples #1-#4 were 6.3 keV/H, 16
keV/H, 12 keV/H and 7.1 keV/H, respectively. Obviously, the released excess energy per hydrogen atom for all the
experiments demonstrated here are too large to be explained by any known chemical reactions. This strongly suggests

6
>~ 3CuNi 6CuNi : Ca0 §
5L - 6CuNi ) § ¥
i 6CuNi : CaO 6CuNi '
L 6CuNi : Y,0, f 1
4l 7 6CuNi : Y, 0]
3 [ ]
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Figure 6. Temperature dependence on excess power for four examples.
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center of heater.

that some condensed matter nuclear reactions were induced in our experiments, although it is not clear at present
what kind of reactions occurred. According to the results, about 10~2 of the absorbed hydrogen might react if the
condensed matter nuclear reactions would release energy order from 1 to 10 MeV. Identification of reaction products
is very important future work, in addition to more preciously excess heat evaluation.

Heat burst phenomena were observed by the radiation thermometer and the thermocouple in the heater simulta-
neously as shown in Fig.7. Output from the radiation thermometer, which corresponds to the surface temperature of
samples, is plotted as the upper blue line, and heater temperature is plotted as the lower red line in the upper graph of
Fig.7. Input electrical power and room temperature around the chamber are drawn in the lower graph. A significant
simultaneous increase of surface and heater temperature were observed twice, while no significant changes for input
electrical power and room temperature were detected during these burst events. This means that heat measurement
by the thermocouple embedded in the ceramic heater correctly reflected surface temperature detected by the radiation
thermometer.

3.3. Analysis of nano-sized multilayer metal composite

It is very important to identify what kind of reactions occur by the interaction of the nano-sized multilayer metal
composite with hydrogen gas. Scanning Electron Microscope—Energy Dispersive X-ray Spectroscopy (SEM-EDX),
Inductively Coupled Plasma—Mass Spectrometry (ICP-MS), Time-of-Flight Secondary Ion Mass Spectrometry (TOF-
SIMS), Quadrupole Mass Spectrometer (Q-Mass), X-ray Photoelectron Spectroscopy (XPS), Transmission
Electron Microscope (TEM), Scanning Transmission Electron Microscope (STEM) and the other analysis methods
have been applied to the nano-sized multilayer metal composite before and after experiments and released hydrogen
gas as shown in Table 2. We would like to search for reaction products and investigate what is happening in the nano-
sized multilayer metal composite. It is considered that the material analysis leads to obtain key factors to control
condensed matter
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Table 2.  Analysis methods for understanding reaction mechanism.

Method Outline

SEM-EDX Surface shape and atomic electron structure
ICP-MS High sensitivity mass spectrometry
TOF-SIMS High resolution mass spectrometry

Q-Mass Mass spectrometry for released gas

XPS Surface sensitive photo electron spectrometry
TEM, STEM Cross sectional view of nano scale material

nuclear reactions.

The SEM and EDX results for a blank run Ni plate sample are shown in Fig. 8. Model JSM-6500F by JEOL
was used for the analysis and acceleration voltage was 15 kV. The analysis result for the point 16 in the SEM image
is shown. Ni, O and C peaks are detected by EDX and we understand Ni is the main element. As C is the common
contamination element and the sample after blank run was exposed to the air, this is a reasonable result.

Figure 9 shows SEM and EDX results of the sample with six layers of Cu 2 nm and Ni 14 nm (Example #2) before
and after the excess energy generation experiment. Before the experiment, Ni, Cu, O, C and W were observed as
shown in Fig. 9(a). As W (tungsten) was used as a filament of ion beam sputtering device, it was possible to consider
that W was detected by EDX. In contrast, many elements after heat generation experiment were detected by EDX. Ni,
Cu, O, C, Si, Na, Mg, Al and K were detected, although each element should be confirmed by other method. Ni, Cu, O
and C are reasonable to be detected, however, origins of Na, Mg, Al and K are difficult to identify. Although Si is one
of common elements and often detected as a contaminant, amount of Si in this case seems too much. Ni, Cu, O and C
were detected on almost all the analysis points for the sample with six layers of Cu 2 nm and Ni 14 nm, however, Na,

_EDX I}esu_l_t athOil_]_.t 16

Ni Ko

Element Energy(keV) Mass(% ) Error(%) Artomic(%e)
C(K) 0277 0.80 0.05 380

0O (EK) 0.525 0.06 0.05 22
Ni(K) 7471 99.13 0.56 95.98

Figure 8. SEM and EDX results of blank run Ni plate.
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Figure 9. SEM and EDX results of the sample with six layers of Cu 2 nm and Ni 14 nm; (a) before experiment, (b) after experiment.

Mg, Al and K were detected at a few points. Of course, they are common elements and we should take consideration
of many contamination chances and careful analysis is necessary.

TOF-SIM was applied for the sample with six layers of Cu 2 nm and Ni 14 nm (Example #2). Elemental surface
distribution analyzed by TOF-SIMS is shown in Fig. 10. SIMS 5 by ION-TOF GmbH was used for the analysis and
primary ion was Bi+. Ion energy was 25 kV, ion current was 1.0 pA and the field of view was 101.6x 101.6 ym?.

Non-uniform distribution for each element was observed. Lighter place means larger signal strength. Na and K
were detected at similar places but not corresponded exactly. A hot spot for Ca overlapped with higher places for Na
and K. A hot spot for Ti overlapped with K. At present, we do not have an explanation for the distributions for Na, Ca,
K and Ti.

We can see that Mn TOF-SIMS signal is strong while Fe signal is weak at the same region. Fe is a common
element and Fe can be contaminated easily, because Fe is main element of stainless steel. Mn is also contained in
stainless steel. However, inverse surface distributions for Fe and Mn does not give us reasonable explanation if we
would postulate that Mn and Fe were derived from stainless steel.

Example of depth profiles of the sample with six layers of Cu 2 nm and Ni 14 nm with Y503 is shown in Fig. 11.
TOF-SIMS device is the same as described in Fig.10 and the sputter Ion was 02", energy and current were 1 kV and
120 nA, respectively. According to the depth profile of Y (yttrium), we can see that multilayer structure remained
partially. Fe, Cr and Mn, which could be supposed to be derived from stainless steel during sputtering processes,
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Na+

K+ Ti+ " Fe+

Figure 10. Elemental surface distributions the sample with six layers of Cu 2 nm and Ni 14 nm after excess heat generation analyzed by TOF-
SIMS.

differently distributed. This fact might be in contradiction with stainless steel contamination process. Also we notice
that the ratio of Cu/Ni got larger near the surface. The reason is unclear at present. Si, major surface impurity, seems
to be reasonably distributed if it diffused from the surface.

It is important to continue to investigate further by these analysis methods paying attention to the discrimination
of contamination, in order to identify what is happening in the nano-sized multilayer metal composite with hydrogen
gas.

4. Concluding Remarks

New type of excess heat experiments using a nano-sized metal multilayer composite and hydrogen gas have been
performed based on the permeation-induced transmutation experiments with multilayer thin film and excess heat ex-
periments with nano-particles. Anomalous Excess energy generation using nano-sized multilayer Cu/Ni metal com-
posite and Cu/Ni metal with third material (CaO, Y20s3) composite were observed. Maximum released excess energy
reached 1.1 MJ and average released energy per absorbed total hydrogen was 16 keV/H or 1.5 GJ/H-mol. It cannot be
explained by any known chemical process and suggests that the observed heat generation must be of nuclear origin.
Many analysis methods have been applied to identify what kind of reactions occur by the interaction of the nano-sized
multilayer metal composite with hydrogen gas.
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Figure 11. An example of TOF-SIMS analysis; (a) structure of the sample before experiment, (b) depth profiles of the after excess heat generation.
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Abstract

Recent results on anomalous heat effect (AHE) by interaction of binary nano-composite metal powders and H (or D) gas, after
the NEDO-MHE project (2015-2017) are the subject of this paper. The Pd—Nil0/zirconia (PNZ10) and Cu—Ni7/zirconia (CNZ7)
powders by melt-spun and calcination method were for AHE active material samples, and were re-used by additional calcination.
An amount of 80—400 W/kg level excess thermal power Wex of sustainable continuity for several weeks has been reproducibly
observed at elevated temperature around 300°C, by using re-calcined PNZ-type samples with D-gas, significantly in net D-gas
desorption mode. Specific reaction energy (n-value) per D-transferred was very large as from 100 eV/D to 500 eV/D. Very weak
(0.1-0.2 n/J level) neutron emission looked correlating with the rise-up heat burst of thermal power after joule heating started. These
results can be of the circumstantial evidence of the AHE by the nano-metal D-gas interaction. Data of 50-140 W/kg level excess
thermal power was repeatedly obtained by CNZ-type samples with H-gas at elevated temperatures after the saturation of H-gas
absorption (endothermic) by sample. Excess thermal power of ca. 50-70 W continued for more than two weeks by 505 g CNZ7r
(re-calcined) sample, with very strange evolution of the cooled-flat and oscillating TC4 RC upper flange temperatures. (continued
in the next page)
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(continued from the title page)

The effect has been investigated, and we concluded as a kind of turbulence gas-flow of up- and down-stream by
strong local AHE. Big or small heat bursts were observed many times in the increasing data after the start of external
heating from room temperature. The 7n-values were obtained to be very large as higher than 10,000 eV/H-transfer for
CNZ7r sample runs, implying some nuclear effect. Observation of AHE can be repeated by the interaction of H (or D)
gas and Ni-based nano-composites metal powders. Reproducibility is established. Condition to realize the apparent
equilibrium pressure with maximum dynamic H (or D) gas flux in both directions of desorption and sorption on the
surface of nano-composite metal particle, which is considered to be the key factor. Higher temperature more than
300°C for RC with homogeneous gas feed for eliminating the gas turbulence is to be tested.

1. Introduction

The anomalous heat effect (AHE) by the interaction of hydrogen-isotope-gas and nickel-based nano-composite samples
as Pd—Ni/zirconia (PNZ) and Cu—Ni/zirconia (CNZ) powder samples at elevated temperatures around 300°C has been
studied intensively [1,2] under the NEDO-MHE project in 2015-2017 [3], for verifying the existing of the phenomenon
and finding conditions of excess power generation in controllable way. As reviewed in [4], the 8-year-long (2008-
2015) series of study on AHE by the interaction of metal nano-particles and D(H)-gas under the collaboration of
Technova Inc. and Kobe University has become the basis for the collaborative research of NEDO-MHE. The AHE
phenomenon has been replicated by independent experiments at Tohoku University as well as at Kobe University under
the collaboration study of the NEDO-MHE (Metal Hydrogen Energy) project [S—7]. Observed excess thermal power
levels of AHE were on the level of 3-20 W, and more enhancement for industrial application was expected.

To scale up the AHE power level, study has been extended [8,9] independently at Kobe University as the collab-
oration project with Technova Inc., after the 2015-2017 NEDO-MHE project. Big heat burst of ca. 3 kW for about
100 s was observed by the 1 kg CulNi7/zirconia sample (CNZ7) with hydrogen gas in the initial heating-up phase, but
sustaining excess thermal power around 300°C temperature of reaction chamber (RC) was small as ca. 14 W/kg for
many months [8]. The heat burst happened with gas-desorption to give 6.5 eV per desorbed H atom. We discussed big
exothermic energy by the H-desorption is not by chemical origin. However, as reported in this paper, our succeeding
experiments with the re-calcined sample (CNZ7r) has shown about eight times enhancement, which is excess thermal
power (100-140 W/kg level). Our succeeding experiments with re-calcined PNZ10r (Pd1Nil0/zirconia/re-calcined)
sample with D-gas have also given significant enhancement of excess thermal power (50-120 W/kg level), as shown
in this paper. During the scale-up experiments, we had the new findings of H(D)-gas turbulence effect on the Kobe-
Technova C-calorimetry system. Somewhat detail of the H-gas turbulence effect under the strong local AHE, which
underestimated drastically excess thermal power by coolant-oil outlet temperatures and did not affect the calorimetry
by the position-averaged RC temperatures, will be reported and discussed in this paper. Typical AHE data for heating
rise-up phase of each run, and for several weeks sustaining excess thermal power runs, are shown in this paper for
CNZ7, CNZ7r and PNZ10r runs.

We reported [1-9] repeatedly on the fact that specific reaction energy per H (or D) transferred (or spent) was too
large to explain by the known chemical reaction energies. In this paper, we add newer results of anomalously high
specific reaction energy over 1 keV/H(D)-transferred under the AHE phenomenon. In the case of runs by PNZ10r
sample with D-gas, time evolution pattern of very weak neutron emission looked correlating with rapid local AHE
temperature rise in RC. These observations must be circumstantial evidences of some nuclear reactions for underlying
mechanisms of the AHE, as predicted by the condensed cluster fusion theory (CCF/TSC theory) by A. Takahashi (see
many papers downloadable at Research Gate [10]). For an introduction of CCF/TSC theories, the review paper [11] is
recommended.
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2. Experimental Methods and Procedure

The fabrication procedures of Pd-Ni/zirconia and Cu—Ni/zirconia for nano-composite samples were described in our
previous papers [1-9]. The outline is (1) making thin (ca. 10 gm) amorphous ribbons of PdzNiyZrz or CuzNiyZrz
metal composite alloys by the melt-spun method, (2) calcination in electric oven at ca. 450°C for 120-180 h, and (3)
making ca. 0.1 mm size powders by automatic mortaring machine. The atomic ratios of x/y/z are approximately from
1/10/20 to 1/7/14. In the present work, we used Pd1/Nil0/Zr20 and Cul/Ni7/Zr14 for PNZ10 and CNZ7 samples,
respectively. After the first H(or D) gas charging and elevating temperature runs (#M-N, N=1,2,3), we took out the
sample from RC to make re-calcination in electric oven in ambient air with ca. 450°C for ca. 180 h. Then we reused
for the second H(D)-charging and temperature-elevation runs (#M-N, N = 1,2, 3).

Between M = 1 and 2 or M = 2 and 3, we made the so-called baking treatment with 250-450°C RC average
temperature under vacuum—evacuation to meet the final RC pressure <1 Pa. The second and third re-calcined samples
are renamed with suffix r, as PNZ10r and CNZ7r.

To realize the nano-core/incomplete shell structure with 2—10 nm nano-islands in ceramics (zirconia in the present
case) supporter flake (several tens micron), atomic ratio of minor outer shell element (Pd or Cu in our case) and inner
core (Ni in our case) may have optimum value around Pd (or Cu)/Ni = 1/7 to 1/10. The PNZ10 sample for the present
work has Pd/Ni = 1/10. The CNZ 7 sample has Cu/Ni =1/7. Confirmation of nano-islands has been made by the
STEM/EDS analysis, for samples done in previous studies [3,4]. STEM/EDS analysis for used samples in the present
work is under way, which is considered to be of key information why the AHE enhancement is caused by the repeated
calcination treatment.

The C system schematics for AHE calorimetry at Kobe University has been many times shown [1,2,4-9]. We
copied again in Fig. 1 for reader’s convenience.

Calorimetry calibration data are given in [8] for TC1-TC6, TC2-TC6, and RTDav-TC6, by using blank sample
of 1 mm diameter zirconia beads (ca. 1.4 kg) for oil flow rate 18.4 cm®/min. In order not to make correction for
oil-flow rate variation during runs, experimenters have adjusted flow rate for keeping around 18.4 cm>/min in needed
timing (several times per run). For heating up RC, we used constant power supply units by Keithley Co., so that we
did not need any correction for input heater power variation for (W1,W2)= (120,80) W and (140,95) W ET (elevated
temperature) runs.

H (or D) gas was initially filled in gas cylinder (Fig. 1) having volume of 4 1 (for H-gas) and 2 1 (for D-gas), and
fed to RC through Super Needle Valve (valve with arrow in Fig. 1). Initial pressure of Gas Cylinder was 0.4—1.0 MPa.
By adjusting the SNV path size, we set gas flow rate as it took about 60 min to reach the equilibrium pressures at Ps
and Pr for the case of blank calorimetry runs. When we had the AHE of significant amount, evolution of Pr and Ps
were changed significantly from the blank runs. From the variation of Ps and Pr, we could calculate rate of H (or D)
gas molars (or number of atoms) transferred by the runs. For the present works, H-gas was used for CNZ7 and CNZ7r
runs, and D-gas was used for PNZ10r runs. D-gas runs for CNZ-type samples and H-gas runs for PNZ-type samples
are yet to be done.

Typical patterns of the AHE experiments are as follows,

(1) baking the sample (#1-0, #2-0),

(2) H (or D) gas charging to RC at room temperature (RT) (heaters: (0, 0), #1-1, #2-1),
(3) elevate RC temperature (heaters: (120, 80), #1-2, #2-2),

(4) cool RC to RT (heaters: (0, 0), #1-3, #2-3),

(5) elevate RC temperature (heaters: (140, 95), #1-4, #2-4), and so on.

Actual run-tables are given in Tables 1-3, respectively, for CNZ7, CNZ7r, and PNZ10r.
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Figure 1. Schematic of the C system of Kobe University for AHE calorimetry, equipped with oil-flow-calorimeter system with flow-rate-monitors
and dual heaters (W1,W2).

3. Results and Discussions

3.1. H(D)-gas turbulence effect by local large AHE

We first time observed a big heat burst of 152 W, estimated by flow calorimetry by the #1-2 run of CNZ7 (see Table 1).
At the burst, temperature of coolant-oil out-let points (TC1 and TC2 in Fig. 1) reached peak in about 2 min. Consider-
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Figure 2. Typical time-evolution of sustaining excess thermal power by CNZ7 ET runs.
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Table 1. Run table of CNZ7 (1137g CNZ7 sample + 439 g zirconia beads filler).

Run Number ID W1, W2 (W)  Gas Fill Ps Pressure  Starting Time = RTD4 max(deg C)  Wex max (W)

1-1 0,0 H 0.93 MPa 2018/9/18 96 24
1-2 120,80 2018/9/19 470 152
1-3 95,60 H 0.46 MPa 2018/9/20 233 0
1-4 120,80 H 0.86 MPa 2018/9/21 272 -2
1-5 0,0 H 0.83 MPa 2018/9/25 25 0
1-6 120,80 2018/9/25 284 10
1-7 0,0 2018/9/28 25 0
1-8 120,80 H 0.49 MPa 2018/10/1 283 10
1-9 140,95 H 0.52 MPa 2018/10/9 320 11
1-10 120,80 2018/10/12 281 8.9
1-11 140,95 2018/10/15 331 19
1-12 0,0 2018/11/7 25 0
1-13 140,95 2018/11/12 321 14.6
2-0 140,40 baking/evacuation 2018/11/19 253

2-1 0,0 H 0.2 MPa 2018/11/21 26 1
2-2 120,80 2018/11/26 281 8
2-3 140,95 2018/12/3 321 13.9
2-4 0,0 2018/12/21 24.6 0
2-5 140,95 H 0.29 MPa 2019/1/9 318 17.9
3-0 140,40 baking/evacuation 2019/1/18 256

3-1 0,0 H 0.43 MPa 2019/1/21 26.5 1
3-2 120,80 2019/1/21 280 7
3-3 0,0 2019/1/28 0
3-4 140,95 2019/1/28 319 14
4-0 140,40 baking/evacuation 2019/2/4

4-1 0,0 H 0.3 MPa 2019/2/6 25.5 0.7
4-2 140,95 2019/2/6 319 144

ing very slow time constant of flow calorimetry (about 60 min, measured by the blank run with dummy zirconia), it was
estimated by impulse response function for the calorimetry system that the real exothermic reaction power happened
at about 100 s with ca. 3 kW peak [8]. As written in [8], we charged H-gas at room temperature (#1-1 run), before
the #1-2 run. In the #1-1 run, we observed 0.35 H/Ni loading ratio and 124 kJ heat, which corresponded 1.2 eV/H.
We discussed there [8] that the burst was not by HoO formation, but by some anomalous heat. We feared possible
explosion accidents in further runs, and decided to decrease the amount of sample to be half (ca. 0.5 kg) from the next
experiment CNZ7r.

We have tried many runs with CNZ7 sample (ca. 1 kg) by changing the heating conditions and H-gas initial
pressure (see Table 1). We have not observed similar heat bursts in later runs than #1-2, and long sustaining excess
thermal power level was rather small as 10-20 W levels. Typical data of sustaining excess thermal power by the CNZ7
ET (elevated temperature) runs are shown in Fig. 2.

We see good agreement in calorimetry between one by oil-mass flow method (TC2 in Fig. 2) and the other by
average RC temperature method (RTDav), except for the initial rise-up responses. In this case, time evolution data
of temperatures at interested points (TC4, TC2 and RTDav) behaved very similarly (see Fig.3). This kind of state in
calorimetry can be regarded as normal. However, when there happens large local AHE, we have met observation of
very strange behavior of TC4 (gas inlet/outlet point of RC upper flange) temperature evolution, which was significantly
lower than oil-outlet temperatures (TC1 and TC2), as we explain in the following.

In Fig. 4, we show temperature evolution data for the #1-2 burst event. Obviously, the behavior of TC4 is very
strange with many oscillatory down-spikes. In our previous paper [8], we made speculation that the TC4 flat-and
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Table 2. Run table of CNZ7r (505g CNZ7r sample + 863 g zirconia beads filler).
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Run Number ID W1, W2 (W) Gas Fill Ps Pressure Starting Time =~ RTD4 max(deg C)  Wex max (W) by RTDav
CNZ7r 1-0 140,40 Baking under Evac 2019/5/10

CNZ7r 1-1 0,0 Ps=0.468 Mpa H-gas 2019/5/13 29.6 0.7
CNZ7r 1-2 120,80 2019/5/13 280.5 52
CNZ7r 1-3 140,95 2019/5/15 319.7 56.5
CNZ7r 1-4 120,80 2019/6/3 282.6 48.6
CNZ7r 1-4 120,80 Ps=0.47 Mpa H-gas 2019/6/5 282.7 48.6
CNZ7r 1-5 0,0 2019/6/7 25.8 0
CNZ7r 1-6 140,95 2019/6/10 318.6 57.9
CNZ7r 1-7 [140,85][140,105] 2019/6/14 320 54.8
CNZ7r 1-8 0,0 2019/6/14 26 0
CNZ7r 1-9 140,95 2019/6/17 317 56
CNZ7r 1-10 0,0 2019/6/18

CNZ7r 1-11 140,95 2019/6/19 319 57.3
CNZT7r 1-12 120,80 2019/6/20 282 50
CNZ7r 1-13 [140,80][100,80] 2019/6/21 292 49
CNZ7r 1-14 0,0 2019/6/21 27 0
CNZT7r 1-15 120,80 2019/6/24 281.5 52
CNZ7r 2-0 140,40 Baking under Evac 2019/6/26

CNZ7r 2-1 0,0 H-gas feed Ps=0.46 MPa  2019/6/28

CNZ7r2-2 140,95 2019/7/1 323 70
CNZ7r2-3 0,0 2019/7/5 27 0
CNZ7r 2-4 120,80 2019/7/8 283 61
CNZ7r 3-0 140,40 Baking under Evac 2019/7/10

CNZ7r 3-1 0,0 H-gas 0.44 MPa 2019/7/17 26.5 0.1
CNZ7r 3-2 140,90 2019/7/17 321 69.2
CNZ7r 3-3 0,0 2019/7/19 27 0

oscillatory evolution was due to transient local balance in endothermic H-absorption and desorption. However, it was
wrong. From our succeeding experiments with CNZ7r and PNZ10r of re-calcined samples, we have reached the confir-
mation of strong H(D)-gas turbulence effect under locally strong AHE occurrence, which made drastic underestimation

of excess thermal power by using data at TC1 and TC2, due to causing strong distortion of temperature distribution of

Table 3. Run table of PNZ10r (505g PNZ10r sample + 863 g zirconia beads filler).

Run Number ID W1, W2 (W)  Gas Fill Ps Pressure Starting Time =~ RTD4 max(deg C)  Wex max (W) by RTDav
1-0 140,40 Baking 2019/2/27

1-1 0,0 D gas Ps=0.96 MPa 2019/3/1 69 15
1-2 120,80 2019/3/4 293 35
1-3 0,0 2019/3/8 26 0
1-4 140,95 2019/3/13 318 33
1-4 140,95 D gas Ps=0.366 MPa 2019/3/20 323.8 14.4
2-0 140,40 Baking 2019/3/27

2-1 0,0 D MPa gas Ps=0.363 MPa  2019/4/1 54 4.2
2-2 140,95 2019/4/3 318.8 335
2-3 0,0 D IW gas Ps=0.951 MPa 2019/4/10 31.7 33
2-4 140,95 2019/4/10 320.7 24
3-0 140,40 Baking 2019/4/15

3-1 0,0 D gas Ps=0.373 MPa 2019/4/17 56.9 4.2
3-2 140,95 2019/4/19 318.9 31
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Figure 3. Temperature evolution data of CNZ7 #1-8 run for TC4, TC2 and RTDav, where data for a minute are missing before time 50 h.

the C-system. We have also confirmed that the calorimetry by average RC temperature with RTDav was most reliable
in all cases, unless the gas pressure of RC is smaller than 0.1 MPa. Variation of data in RC gas pressure during each
run is not shown in Table 1, which shows initial fed H-gas pressures only. For calorimetry calibration run by RTDav,
the method-and-data was explained in ([8], Fig. 9). In Fig. 5, we show the excess thermal power data for the burst
event.

At the burst peak, we did not see the H-gas turbulence effect though the peak data by RTDav is smaller than that
by TC2. Sensors RTD1,2,3,4 are positioned at 3, 6, 9, and 12 cm from the bottom of RC (20 cm high in inner volume).
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Figure 4. Temperature evolution data for the CNZ7 #1-2 burst event.
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Figure 5. Data for excess thermal power for the CNZ7 #1-2 burst event.

30

21

The 1 kg CNZ7 sample with zirconia beads filler in this run filled fully RC volume. Therefore, Data by RTDav did
not contain temperature information in RC upper region, and RTD4 data showed highest value 470°C to imply higher

CNZ7r#3-4 Rise-up Data
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Figure 6. Typical rise-up data for 505g CNZ7r ET runs, example for CNZ7r #3-4.
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Figure 7. The whole data of one week run for CNZ7r #3-4 (120,80) with H-gas.

temperatures at higher points more than 12 cm.

The excess thermal power data by RTDav after the peak are reliable and the data by TC2 should be drastic underes-
timation due to the H-gas turbulence, which decreased the upper flange temperature as observed by TC4 and disturbed
TC2 and TC1 temperatures to be downward. Consequently, we have confirmed that ca. 40 W excess thermal power
remain the same after the burst for a day.

In Fig. 6, we show rise-up data by CNZ7r #3-4. (120,80), the last run of CNZ7r (not listed in Table 2).

The whole data for a week of CNZ7r #3-4 with (120,80) heater power input are shown in Fig. 7.

Obviously, quite similar behavior of TC4 temperature evolution as to that on CNZ7 #1-2 ET run is seen (TC4
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400.00-

CNZ7r #1-15
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by local AHE.

Figure 8. Typical view for the H-gas turbulence effect on rise-up data of CNZ7r ET run.
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Figure 9. The low-high heating data under local AHE, from CNZ7r #1-7 run.

evolution in Fig. 7 is different from Fig. 4). The oscillatory TC4 fluctuation looks chaotic as you see in Fig. 7.

This is regarded as an indication of strong local AHE, which makes H-gas turbulence by generation of chaotic up-
and down-stream-paths of convectional gas flow in RC.

We have seen many cases of such phenomena in CNZ7r and PNZ10r ET runs. Some details of on-going data on
the NI (National Instruments)-Lab-View display are given in our slide presentation at ICCF22 [12]. We only show one

example in Fig. 8.
We can see that the flat cooled temperature evolution at TC4 decreased temperatures at TC1, TC2 and TC3 (see

CNZTed 19 Rise-up Data
60

50 -1
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Figure 10. Excess thermal power data and H-gas transferred data for CNZ7r #1-9 run.
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Figure 11. Excess thermal power data and H-gas absorption rate, for CNZ7r #2-2.

lower left photo). Many more data are available in [12].

To investigate the effect of H-gas turbulence on calorimetry, we have done the low—high heating operation as shown
in Fig. 9. Clearly, the evolution of TC4 is too strange to regard normal, and accordingly the oil-outlet temperature TC1
is distorted negatively when heater power increased. Fortunately, evolution of average RC temperature estimated by
RTDav looks normal behavior. Consequently, we can employ the calorimetry by RTDav to be a valid measure at all
the times.

3.2. Typical AHE excess thermal power data

We now show typical excess thermal power data for CNZ7r and PNZ10r ET runs. Many data are given in [12]. We
only show few typical data here.

In Figs. 10 and 11, we show excess thermal power data for CNZ7r ET runs.

As already discussed, heat power calorimetry by TC1 is in drastic underestimation in this case, due to the H-gas
turbulence effect under AHE, and the excess power by RTDav is reliable. Excess thermal power reached ca. 57 W
and continued several days until when we changed the heating condition. The net sample weight of CNZ7r is 505 g,
so that the relative power level is ca. 113 W/kg. The excess power level increased by the re-calcination (from CNZ7
to CNZ7r) to about 8—10 times. It is a drastic positive effect on the AHE enhancement purpose. An interesting point
inferring the mechanism is the fact that AHE is taking place after the desorption of H-gas saturated and with small
fluctuation of H-gas sorption/desorption balance (see gray plots).

In Fig. 11, we show another typical data for rise-up ET run just after the baking treatment for CNZ7r #2-2.

Evidently, excess thermal power was enhanced to about 20% (to ca. 70-65 W) by the baking treatment. Relative
power level is ca. 130 W/kg. AHE happened after the initial rapid H-absorption (endothermic, we know) and during
slow H-absorption mode in this case with small gas in/out fluctuation.

Succeeding ET run after cooling RC to room temperature showed repeatable generation of AHE as seen in Fig. 12.
However, AHE in this case took place after the H-gas desorption rate saturated. From these results by Figs. 10-12,
we can confirm that heat generation reaction consumed only very small amount of H-gas and happened in delicate
balance of H-gas in and out on/through nano-composite islands surfaces of CNZ sample [11]. We have found that
H-gas pressure in RC looked optimum for 0.1-0.5 MPa.
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Figure 12. Rise-up data of excess thermal power, average RC temperature and H-gas transferred for CNZ7r #2-4 [120, 80] ET run.

In Figs.13-15, we show typical AHE data for PNZ10r with D (deuterium)-gas.

As seen in Fig. 13, the first ET run by PNZ10r #1-2 had heat hump at rise-up evolution. We omitted to show RT
run #1-1 with initial D-gas charging, as it is not so important as we discussed much in [9] that O-reduction was small
for re-calcined samples as the cases of PNZ6r and PNZ6rr runs showed [9]. We concluded that H,O formation heat
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Figure 13. Temperature rise-up data for PNZ10r #1-2 (120, 80) ET run.
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Figure 14. Excess thermal power and D-desorption rate for PNZ10r #1-2 ET run.

was not the cause of this heat burst.

Small amount (Pd/Ni =1/10) of Pd on possible Ni nano-core of islands [11] may have strong catalytic effect [9] to
absorb much deuterium (or hydrogen) at #1-1 RT run (1.5 D-mol absorbed). By heating up of #1-2 run, absorbed D-
atoms looked desorbed partially first and reached at Ps and Pr pressure equilibrium. Under the slowly going desorption
condition, AHE excess thermal power appeared as shown in Fig. 14. Corresponding to the heat bursts of RTD1,2,3,4
and TC3 temperatures, excess thermal power had small heat burst of ca. 35 W peak and decreased to ca. 15 W (by
RTDav) of sustaining level for several days. It happened during the D-desorption mode, and we do not have good
reason to explain large exothermal energy generation under the D-gas desorption, in the chemistry sense. This fact
may imply that heat source may be nuclear origin.

After the second baking of sample (PNZ10r #2-0 run), D-gas absorption was small (0.37 D mol absorbed) at RT
run. In Fig. 15, we show excess thermal power and D-desorption rate for PNZ10r #2-2 ET run. The excess thermal
power level of sustaining evolution increased to ca. 30 W, which is double score of those of PNZ10r #1-2. The baking
treatment is confirmed again to be effective for PNZ10r sample also.

As reported in [9], excess thermal power by ET runs of PNZ10 was very small as ca. 5 W. We can say that the
re-calcination treatment could enhance AHE by 3-6 times, as seen by data of PNZ10r.

To summarize the effect of re-calcination and baking, please see Tables 4 and 5.

Data of RC temperatures are of RTDav, namely averaged value of four points by RTD1-4 in RC.

From these tables, we can say that the present sample treatments by re-calcination and baking are very useful to
enhance the excess thermal power per sample weight. We are looking forward to seeing the results by the third re-
calcination to make CNZ7rr and PNZ10rr (see our JCF20 presentation and paper in December 13-14, 2019, Fukuoka,
Japan).

3.3. Circumstantial nuclear evidence by AHE

During all experimental runs, we monitored radiation levels of neutron (by He-3 counter dose meter) and gamma-
spectrum (by Nal scintillator), comparing to those of natural backgrounds. No meaningful counting increase or un-
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Figure 15. Excess thermal power and D-desorption rate for PNZ10r #2-2 (140, 95) ET run.

Table 4. Summary of enhancement effect of excess thermal power by re-calcination and baking for CNZ7 and CNZ7r.

Run ID, nomi-  Heater Input Wex (W/kg): Wex (W/kg): RC Temp. (°C):  RC Temp. (°C):
nal (W1, W2) W CNZ7 CNZTr CNZ7 CNZT7r

#1-2 120, 80 (152, burst) 96 (382) 336

#1-4 140, 95 12 110 366 384

#2-2 120, 80 7 118 295 346

#2-4 140, 95 14 126 358 392

#3-2 120, 80 9 115 298 345

#3-4 140, 95 13 137 349 393

Sample (g) 1,150 505

Table 5. Summary of enhancement effect of excess thermal power by re-calcination and baking for PNZ10 and PNZ10r.

Run ID, nomi-  Heater Input Wex (W/kg): Wex (W/kg): RC Temp. (°C):  RC Temp. (°C):
nal (W1, W2) W PNZ10 PNZI10r PNZ10 PNZ10r

#1-2 120, 80 5 47 280 301

#1-4 140, 95 4 95 310 366

#2-2 120, 80 10 306

#2-4 140, 95 14 77 342 357

#3-2 120, 80 8 298

#3-4 140, 95 18 124 348 379

Sample (g) 965 450

known spectral peaks have ever been observed by the Nal spectroscopy. Natural background of gamma-rays is more
than 100 times than neutrons. Therefore, to detect some increase of gamma-rays by AHE-origin nuclear events, which
can be modelled as primary-radiation-free reactions and secondary very weak radiations [11], are very difficult unless
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Figure 16. Case of heat-neutron correlation by PNZ10r #1-2 rise-up evolution-1.

the AHE power level would increase in MW level or so. Instead, weak neutron emission might be detected with lower
AHE power conditions.

The AHE experiments with PNZ sample and deuterium (D) gas might provide visible neutron emission even with
not very large excess power conditions. Examples of such cases are shown in Figs.16 and 17 for PNZ10r #1-2 run at
rise-up heat hump.

When RC local temperature RTD4 increased, corresponding to the increase of TC4 temperature escaping from

PNZ10r #1-2 run

#1-2
& Rise-up data
£ Continued

TC2

Figure 17. Case of heat-neutron correlation by PNZ10r #1-2 rise-up evolution-2.
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Figure 18. Evolution data of specific reaction energy (brown) by AHE for CNZ7r ET runs.

the flat evolution (by D-gas turbulence), neutron counts looks increasing (Fig. 16), and later RC temperatures are
decreasing in correlation with the decrement of neutron counts (Fig. 17). Since the response of neutron detection is
very fast (less than 1 ms), thermal power response by RTDs and TCs of RC are too slow (30—60 min time constant) to
pick up possible nuclear reaction bursts. Namely, shapes of neutron count rates might show true timing of excess heat
origin. During sustaining excess thermal power modes for weeks, weak increase of neutron counts looked sporadic
events, which might tell us that AHE nuclear events do not taking place continuously, but do intermittently. Level of
neutron yield was 0.1 n/J, which is on the order of 1.0x 10~13 of that by supposed d—d reactions.

Another inferred evidence of nuclear like signature is coming from specific reaction energy data (n-value) per
H(D)-transfer. In Fig. 18, we show observed evolution of specific reaction energy per H-transfer by CNZ7r sample for
one month long series of runs.

Total heat observed is 128 MJ for 27 days with ca. 55 W excess thermal power level sustaining condition. Corre-
sponding specific reaction energy per H-transfer is mostly more than 10 keV/H, and sometimes took over 0.1 MeV/H,
which is very close to nuclear reaction energy level. Considering that not all transferred Hs were spent by AHE
reactions, real reaction energy may be more than 0.1 MeV.

In the case of specific reaction energy observation for PNZ10r runs, we had very small gas leakage from RC,
unfortunately. Probably, because of the leakage, obtained specific energy data may have been underestimated. We
show the results in Fig. 19. Level of reaction energy per D-transfer is from ca. 100 to 500 eV/D. Of course, such data
are still beyond explanation by some chemical reactions those are of level in 1 eV/D or less.

We can recall our previous data by PNZ6rr as shown in Fig. 20. Largest n-values are close to 1000 keV/D (namely
1 MeV/D) that is really of nuclear reaction signature. Significant high local excess power level as 55 W was observed
in central zone of RC (see Fig. 20), though total heat recovery data by oil flow showed near 10 W level [9]. As we
have explained already in this paper, the D-gas turbulence effect made drastic underestimation of excess thermal power
by TC2 and we understand that it should have happened also in the PNZ6rr runs [9]. We can re-evaluate the data of
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Figure 19. Specific reaction energy data by PNZ10r ET runs.

Fig. 20 now to conclude that ca. 55 W excess thermal power in Fig. 20 is reliable and real. We used ca. 120 g sample
for PNZ6rr. Relative excess thermal power was ca. 460 W/kg.
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Figure 20. Processed data of excess thermal power (pink graph), integrated heat energy per M (black square) and eta-value (sky blue circle) for
PNZ6rr ET runs around 300°C RC temperature, obtained by RTD-average data, after [9].
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4. Summary and Concluding Remarks

As new findings, the H(D)-gas turbulence effect in RC under strong AHE power becomes strong in our C-calorimetry
system, when we have met strong local AHE power evolution in RC. This gas turbulence effect cooled the RC upper
flange and generated chaotic temperature evolution of TC4 upper flange temperature and mostly decreased oil-outlet
temperatures monitored at TC1 and TC2. Fortunately, calorimetry by average RC temperature (RTDav) is not distorted
visibly and we can rely it as measure of real excess thermal power for all the time.

The re-calcination treatment of CNZ7 and PNZ10 powders is effective to enhance excess thermal power by nearly
one order of magnitude. And the baking treatment between ET runs is also effective to enhance AHE.

We got useful knowhow for fabricating sample powders as initial calcination conditions, mortaring process and
re-calcination. We may expect more enhancement of AHE power by the second re-calcination to make CNZ7rr and
PNZ10rr powders.

Now we can say that reproducibility of AHE generation with 100400 W/kg excess thermal power level is estab-
lished by the present nano-composite metal and H (or D)-gas interaction method. Simply, we call it Metal Hydrogen
Energy (MHE) as the primary energy generation method.

Origin of AHE can be regarded as some nuclear origin as suggested/modeled by [11]. We have obtained concrete
results of circumstantial evidence of nuclear-like signatures in the present work.
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Abstract

Brillouin Energy (BEC) has continued performing calorimetry measurements on the metal (e.g. Ni)/ceramic/Cu coated ceramic tube
(catalyst) in a Ho atmosphere with nanosecond pulses applied across the coatings. The Energy Research Center (ERC) has been
examining and verifying BEC’s calorimetry for over 18 months since 2 of the calorimeters have been moved from SRI International
to BEC’s laboratory. We have continued our testing of new materials, material fabrication techniques, and electrical stimulation
methods to produce excess power and energy output. By applying fast pulses of several hundred volts and tens of nanoseconds
long, the current follows the “skin-effect” principle and is concentrated at the outer metal-ceramic interface but returns through
the bulk of the Cu. Two stimulation methods were used — steady-state and dynamic. In the steady-state method, the pulse power
is measured directly using fast oscilloscopes that record the voltage across the catalyst and a shunt resistor in series with the
catalyst. The resistance of the shunt resistor is measured accurately under DC and pulse conditions. The input pulse power is
determined by multiplying the calculated root-mean-square voltage and current and recorded every 10 s. Using a version of the
system identification (SI) heat-flow model designed specifically for the BEC calorimeter, the power reaching the five temperature
sensors is determined during simultaneous continuous ramps of both heater and pulse powers. The power emanating from the
catalyst is determined during sequences of less frequent, longer duration, low voltage pulses (LVP) and compared to that found
using more frequent, shorter duration, high voltage pulses (HVP). The power determined during the less frequent LVP is set as
the input power during that sequence. The power of the stimulation pulses during the more frequent HVP sequences is maintained
equal to that during the less frequent LVP. Then the calculated power output from the tube is divided by that calculated during the
reference sequences, giving a so-called coefficient of performance (COP). We have also used mass flow calorimetry to determine
COP. Low voltage, long pulses are chosen to match the input power from high voltage, short pulses. The low voltage pulses are
not thought to stimulate LENR, while the high voltage pulses are. This provides a method to compare matching input power under
conditions that stimulate LENR with conditions that do not. Any excess heat detected from the high voltage pulse condition is
considered to be generated by LENR rather than resistive heating.
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1. Introduction

Since 2012, first SRI International (SRI) and later Energy Research Center (ERC) have been performing tests on
two different versions of Brillouin Energy Corp.’s low-energy nuclear reactors (LENR) [1]. We have operated these
reactors independently in an attempt to verify results that Brillouin has found with these reactors and others like
them. We have also monitored and advised Brillouin on the results from identical reactors operated by Brillouin
in their own laboratory. This paper reports on the verification and validation of results [2] obtained in Brillouin’s
laboratory since the last report. Brillouin has indicated that it has designed the control systems in its reactors to drive
the underlying physics of LENR, as described in its Controlled Electron Capture Reaction (CECR) hypothesis [3]. The
CECR hypothesis explains how BEC believes that their reactors generate controlled LENR reaction heat. Our study
did not attempt to prove or disprove Brillouin’s CECR hypothesis.

The systems tested and described in this report consist of three parts: catalysts, reactors, and calorimeters. The
catalysts are the reactive components of the system. The reactors provide the environment and stimulation that causes
the catalysts to produce reaction heat. The calorimeter is used to measure the thermal efficiency and absolute heat
produced by the catalyst-reactor system. The calorimeter was designed by both SRI and Brillouin personnel to be
perfectly matched to the reactor. The results from four of these reactors are described in this report.

Brillouin’s system design utilizes both SI and mass flow calorimetry, in which a heat spreader catalyst and reference
temperatures are held constant by varying the input heater power while applying different types of stimulation that also
input power to the reactor/calorimeter. This “dynamic” method of analysis allows us to analyse all power entering or
affecting the catalyst as well as all power emanating from the catalyst based on differential equations describing
temperature and power variations. While this requires several days of calibration and up to 40 h of excitation to verify
that calibration, it allows for the testing of 12-parameter variations per hour versus one or two in the traditional mass
flow, steady-state method.

2. Experiment
2.1. Reactor design

The catalyst consists of metal and ceramic coatings applied to a ceramic substrate, which in some configurations
includes a heater and thermocouple. Generally, these coatings alternate between a hydrogen-absorbing metal and an
insulating ceramic. The exact size, shape and composition of this catalyst is considered proprietary at this time.

Other designs have used more or fewer layers. All of the layers are porous, allowing the gas(es) in the reactor
chamber access to all coatings. A heater, if present, and a thermocouple are located in the axial and radial center of
the substrate. The power to the heater is measured directly from the voltage and current supplied by the direct current
(DC) power supply. A schematic diagram of the reactor/calorimeter system is shown in Fig. 1. A photograph of the
reactor internals is shown in Fig. 2.

2.2. Measurement

The catalyst is stimulated by sending pulses between the outer layer or layers and the inner copper layer. The nature
of the pulses is such that its current travels primarily on the surface of the metal in contact with the ceramic (the “skin
effect”) [4]. This effect is caused by the very fast rise time of the pulses and is dependent on the magnetic permeability
of the metal. Although the skin effect is present on both surfaces of a metal, in a multi-layer system the greatest current
is passed at the interface with the greater dielectric [1], in this case the ceramic. An example of this pulse design, which
Brillouin refers to as a “@)-Pulse”, is shown in Fig. 3. The pulse width presently used is from ~30 to 10,000 ns with
a duty cycle normally of less than 1%. More detail on the pulse trains are shown here [3]. All catalysts are measured
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Outer Block

Thermocouple

Figure 1. Cut-away schematic drawing of isoperibolic reactor.

using a “Hi-Pot” tester before use. Any one that shows measurable current when 500 V is passed between the two
metal layers is rejected. Any voltage breakdown would reduce the possibility of the current pulse passing the complete
length of the catalyst. As such, any capacitor discharge is avoided.

The stimulation power imparted to the catalyst is measured using a circuit shown in Fig. 4. The pulse is generated

Figure 2. Photograph of reactor internals.
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Figure 3. Example of Brillouin’s “Q-Pulse®.

by a proprietary Q-Pulse board and delivered to the catalyst using series and termination resistors that help match the
load impedance to that of the pulse board output. Using a high-speed oscilloscope, the voltage across the end of the
catalyst nearest the pulse board (V7) is measured as well as the voltage across the opposite end of the catalyst (V2)
across the termination resistor (Zserm ). The Zierm also acts as a current measuring resistor so the current is calculated
as Va/Zierm- The root mean square (rms) voltage across the Z is then converted to the rms current. The system is
designed to be a “well matched” transmission line with a characteristic impedance near 2.0 (2 and verified using a
time-domain reflectometer.

The power imparted to the catalyst is determined using the red and blue voltage traces shown in Fig. 5. The
difference between the two voltage traces is calculated after aligning them in a way that minimizes the time difference.
(The time difference, which may be due to the RC time constant of the system or simply the propagation speed of
the pulse, is approximately 5 ns or approximately 0.3 ¢, where c is the speed of light.) This overestimates the power
imparted to the catalyst by a small amount since any phase lag between voltage and current would impart less input
power. The current calculated from V5 is shown in black and the product of it with the voltage difference (power)
is shown in green. It has been shown that the power calculation is essentially the same (within measurement error)
whether it is calculated by multiplying the current and voltage plots point by point or by multiplying the calculated

Vi 2
Zs Zrerm
M‘ Coax core

REAkE

Figure 4. Pulse power measurement circuit.
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Figure 5. Measurement of the Q-pulse power across the catalyst.

rms voltage by the rms current. This calculated power is referred to as Core ) Power.

In compensation calorimetry the heater power is varied to keep either the catalyst or inner block at constant tem-
perature, which generally also keeps the other at a constant, but slightly different, temperature. The difference between
the heater power with and without stimulation determines the effect of the stimulation. If this difference is greater than
the stimulation that reaches the catalyst, then energy is being produced in the catalyst. Approximately 70 different
parameters are collected allowing for calculation of Reaction Power (the power produced by the process induced by
the pulse stimulation). Several calculation methods are possible from these parameters. In addition, two different
stimulation sequences are used. In Section 2.4, we describe these two sequences and the calorimetry method used for
each of them.

2.3. Operation

A description of the data acquisition system with a copy of the graphical interface has been described earlier [2]. The
program has several panes allowing for control of temperature, pressure, pulse voltage, pulse power, pulse width, and
pulse repetition rate and gas composition. The program also collects the heater power, the pulse power at the generator
(as well as at the catalyst), all temperatures, water flow rates, and gas pressure. The concentration of hydrogen and
oxygen in the argon blanket are collected and measured. In all, more than 70 different parameters are collected and
stored every 10 s. A sequence file can be used to automatically change any or all of the input parameters at specified
intervals over a multi-day or multi-week period.

The sheath containing the catalyst is operated with a static fill of hydrogen, and occasionally helium or argon, gas
held at constant pressure up to 15 bar. The temperature of the catalyst, and its substrate, is held constant using the
embedded heater and thermocouple and controlled from 100°C to 600°C. The outer block (outer cylindrical perimeter
of the calorimeter) temperature is held at 25°C using water flow from a Neslab® recirculating constant-temperature
chiller.

The power emanating from the @Q-pulse generator board, or that applied directly to the catalyst, is held constant
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as chosen by the program’s front panel or the sequence file. Generally, the pulse amplitude (voltage) and pulse width
are chosen. The repetition rate is adjusted automatically to maintain the chosen pulse power or temperature. Only a
minor fraction of this power from the generator board reaches the catalyst as most of it is lost as heat in the termination
resistor. This is necessary to get an accurate measure of energy actually dissipated in the catalyst and to match the load
impedance to that of the generator thus preventing reflections that could cause measurement errors. Of that reduced
power only a portion of it influences the heater power as explained in Section 2.2. The actual pulse power is measured
directly via the methodology presented above.

During this time period several stimulation methods were tried to find one that can act as a blank (no excess
power) using similar Core ) Power. Ideally these methods need to be compatible with the data collection’s software’s
calculation designed for the low duty cycle Q-Pulse square waves and not require hardware changes. Some of the
methods tried were: (1) straight sine waves; (2) low duty cycle square waves; (3) large pulse widths with long rise
times. Ultimately, calibration runs used ()-Pulse parameters that were known not to produce LENR heat (low voltage,
long length pulses at lower repetition rates) but impart the same power to the catalyst as parameters expected to show
LENR heat (high voltage, short length pulses at higher repetition rates).

Operating in power compensation mode, the computer generally keeps the heat spreader (inner block) temperature
constant at its set point. This generally keeps the calorimeter output power constant. When power is imparted from
the Q-Pulse, the heater power is reduced, or removed completely to compensate and maintain a constant temperature.
Hence, the catalyst substrate temperature and the inner and outer block temperatures are all held constant while using
the same gas. When the inner block temperature is held constant the output mass flow calorimetry power reaches the
same output power whether using heater or pulse input power. This allows for calibration using only heater power.
When using lower voltage, lower repetition rate pulses, the calorimetric power is equal to that measured using only the
heater.

In addition to applying DC power to the heater inside the tube, DC current was occasionally passed only through
the outer metal coating for thermal calibration. Operating at constant gas pressure, a sequence stepped the reactors
from 100°C to 300°C in 50°C intervals. At each temperature a given DC power was applied to the outer metal coating
on the substrate, as opposed to pulses driven between the outer metal and Cu coatings. This process was then repeated
but applying constant power pulses between the Cu and outer metal while varying pulse width at each temperature.
The pulse repetition rate was adjusted at each temperature to keep the temperature constant.

Two major methods of operation were employed, each requiring a different analysis method. The first method
operated with the reactor at a steady-state temperature and input powers, which we refer to as the mass flow calorimetry
(MFC) method. In our second approach, the heat flow (HF) method, we calibrate the system using heater steps as
described above, but measure the output power using redundant thermocouples situated at three different locations
from inside the reactor catalyst’s substrate to the outer reactor boundary. The HF method was developed to allow for
many Q-pulse parameters to be tested in less time.

2.4. Analysis

The earlier report [5] describes the two different analysis methods employed in the effort. Here we describe the
stimulation and analysis methods employed most recently.

2.4.1. MFC method

The steady-state stimulation method was now operated in MFC mode, where the computer kept the temperature con-
stant at either the catalyst substrate or the inner block. Then power was imparted from the Q)-pulse replacing the heater
power and adjusting the pulse repetition rate automatically to keep the inner block at the same temperature maintained
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using the heater. Hence, when the inner and outer block temperatures are held constant, the substrate temperature will
respond to the stimulation. The output power (calculated from the water flowing through outer block) did not change
as the input power compensates for the total power emanating from the catalyst. The total output power included the
stimulation power and the power due to reaction heat (i.e. LENR power).

In this method heater power necessary to maintain the inner block at constant temperature for four hours without
Q@-pulses present was applied. We realize that only a fraction of the heater power may be imparted to the catalyst
because the heater/thermocouple combination has temperature-dependent losses to the rest of the calorimeter and to
the environment. The steady state is achieved during the 4-hour heater step and the inner block temperature remains
constant during the subsequent Q-Pulse steps. During these (Q-Pulse steps the system is instructed to apply chosen
pulse width and pulse amplitude at each step while the system adjusts the repetition rate as needed to maintain constant
inner block temperature. Figure 6 shows an example of a heater calibration run. The 70% efficiency has been improved
as the calorimeter has been modified to capture more of the input power. The latest analyses use a temperature-
dependent calorimeter efficiency.

As the thermocouple inside the catalyst substrate is more closely coupled to the heater, its temperature is hotter
when using the heater than when applying pulses even though the inner block is held constant because the thermocouple
is imbedded in the heater assembly. Since both of these input power steps are allowed to achieve a steady state, the
calorimetric efficiency of the (Q-Pulse power is taken to be equal to thermal efficiency of the heater at the same
temperature. As expected, the MFC output power varies with the inner block temperature such that the source of the
heat does not affect the output power at the same inner block temperature.

Another calibration was performed using DC joule heating along the length of the metal outer coating. It is assumed
that DC current will not stimulate the MH,, material to yield excess power as proposed to happen with the ()-Pulses.

SRI-IPB1-80: Internal Heater Mass Flow Calibration
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Figure 6. Reactor calibration using a heater inside the reactor tube. The MFC power matches best the input power when a 70% efficiency of the
heater power is taken into account.
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Figure 7. Reactor calibration using DC joule heating along the metal outer coating.

A summary of the DC heating steps is shown in Fig. 7 where input power is plotted on the horizontal axis and output
power is plotted on the left vertical axis. The red dots are an average of the final 5 min of the raw calorimeter output
power taken at the end of each power step. The green dots are that same power adjusted for the effect of the diurnal
change of room temperature. The green circles are the output power adjusted for calorimeter efficiency to best fit the
P,ut = Py, blue line. The black dots represent the temperature inside the catalyst substrate plotted against the right
vertical axis.

Using pulse stimulation and inputting the same power, or holding the same block temperatures, as used in the
calibration we use the efficiency calculated from the calibration to calculate the ratio of P,/ P,,. Also, using low
voltage and high voltage steps at same power we can examine the effect of different pulse amplitudes and width. We
have examined different pulse amplitudes and lengths at different temperatures and concluded that the lower amplitude,
longer length pulses result in less output power. We then call this our calibration stimulation, even though it may not
produce zero excess power, but yields conservative excess power measurement.

2.4.2. HF method

The HF method employs a model with several components, each representing individual components of the calorime-
ter, shown schematically in Fig. 8. This analysis utilizes a simplified version of the system identification (SI) model
reported by Berlinguette and Fork [6-8]. Linkages between these components (and from a component to the reference
room temperature) are either conductive or storage. Temperatures are on the inside of the catalyst substrate and on the
outside of the cylindrical heat spreader (inner block). The five differential equations in time shown in Egs. (1)—(5),
model the heat imparted to the catalyst using a function of the difference of the catalyst and inner block temperature,
a function of the ability of the substrate and inner block to store heat, and the difference between the substrate and
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Figure 8. Heat flow calorimetry model of isoperibolic reactor, where “Tube” refers to the catalyst.
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ambient temperatures. Each of these four components has three coefficients, each in the form of a third order equation.
These coefficients are determined by fitting the temperature data to the actual power measured using low voltage pulses
or heater power. The model then yields a simple set of equations that can be solved analytically for input power, being

equal to output power during low voltage pulses or joule heating.

dTiube/dt = (1/Ctube)(Peube — kt—b(Trube — Thiock)),

dTblock/dt = (I/Cblock)(ktube—blocthube - Tblock) - kblock—surrounding (Tblock - Tsurrounding))a

Py, = Piupe(pulse, DC or internal heater),

Pout — kblockfsurrounding (Tblock - Tsurrounding)a

Pstored = Ctube(thube/dt) + CVblock( (dTblock/dt)~

)]

(@)

3)

“)

®)

These coefficients are represented as four simple 3-coefficient binomial equations, yielding 12 possible parameters.
These parameters are then used to calculate the amount of heat emanating from the catalyst during an attempt to
produce LENR heat. A comparison between the calculated power emanating from the catalyst during an active run
and that from the calibration run at the same temperature and with the same Core Q Power is used to determine

the amount, if any, LENR heat was produced. The computer application MatLab®
parameters, although other applications can be used to solve these simple equations.

3. Results and Discussion

is used to determine the best fit

A tabulation of all experiments run to date in the IPB calorimeters is available on the Brillouin Energy web site [5].
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Table 1. Summary of COP calculations from
mass flow calorimetry runs.

Temperature (°C) COP IPB1
200 1.30
220 1.41
260 1.46
270 1.26
275 1.40

3.1. Mass flow calorimetry results

The runs detailed in this analysis of MFC runs generally used a 100 ns pulse width with similar ) power on the
catalyst at different voltages. The data acquisition and control system kept the Core O Pow relatively constant at each
temperature.

Table 1 summarizes the COP results from recent MFC runs performed in two identical reactors. COP was cal-
culated by dividing the P,,/P,, from the reactor with an active catalyst and one with an inactive catalyst. These
catalysts were chosen based on previous results. Comparing the active catalyst to the inactive catalyst the COP was
between 1.26 and 1.41 with no obvious dependence on temperature. The COP’s were calculated from the average
P,ut/ P of several runs at the same temperature. A total of 65 P,/ Pi,. calculations at different temperatures were
used to create Table 1. Output powers from less than 10 W at lower temperatures to approximately 30 W at the highest
temperatures were measured.

3.2. Heat flow calorimetry results

Figure 9 shows the results of a calibration run using the HF method. The left chart plots the measured and calculated
temperatures from 11 steps in heater power. The right chart shows the control and measured heater power during
this calibration run. Although the heater power quickly reaches a steady state, the time constant of the calorimeter
prevents its temperature from reaching the steady state. In order to perform this experiment using MFC we would
need to wait three time-constants which would take much longer than the time needed in this HF run. By solving
Egs. (1)—(5) using the measured temperatures and input power we find the coefficients shown in Table 2. Using these
coefficients to calculate the temperatures from the known powers yields plots of both block and substrate temperatures
indistinguishable from their respective measured values.

Figure 10 plots the input power and output power calculated using the measured temperatures and Egs. (1)—(5)
during an active run. It is obvious that this analysis yields a COP of up to 1.5 at higher temperatures and power.

Table 3 lists the coefficients found from a calibration run on a different catalyst in a different reactor. For this active
excitation run the Q-pulse power was scanned from 0 to 43 watts in a sine-squared function versus time. Using the
coefficients from Table 3 the output power curve was calculated from the measured temperatures. The input power and
calculated output power are plotted versus time in Fig. 11. It can be seen from this plot that the COP was greater than
L.5.

Table 2. Heat flow coefficients found from calibration run in Fig. 9, where “Tube” refers to the catalyst.

Coefficient Value Coefficient  Value Coefficient ~ Value Coefficient ~ Value
ctube0 106.87 cblock 4213 Kb-s 0.22 Kt-b 0.31
ctubel -0.403 cblock -6.1 Kb-s 0.000489  Kt-b —-0.00030

ctube2 0.000461  cblock 0.0107  Kb-s -1.92E-0 Ktb 6.62E-07
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Figure 9. Calibration run using the heat flow method.
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LENR can produce thermal power when hydrogen-absorbing, catalytic metal-coated substrates are stimulated using
fast rise-time pulses. These experiments operated in Hy gas from 200°C to 350°C. Comparative thermal measurements
were performed between heater-only power and heater and pulse power. These runs were performed in isoperibolic

IPB4-157: Excitation Measured and Calculated Power
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Figure 10. One example of an excitation run using the heat flow method.
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Figure 11. Another example of an excitation run using the heat flow method.

Table 3. Heat flow coefficients found from calibration run in a different reactor.

Coefficient Value Coefficient ~ Value Coefficient ~ Value Coefficient ~ Value

ctube0 3.76x 10701 cblock 2.16x10704 Kb-s 4.00x10~0T Kt-b 1.80x10~01
ctubel —-9.14x10792  cblock —9.79%10101  Kb-s -5.62x10794  Kt-b 2.54x10794
ctube2 1.22x10~94 cblock 1.31x10791 Kb-s 1.15%x10~96 Kt-b 1.93x10-97

calorimeters operated in steady-state mode, where the heater adjusts its power to keep the inner block (heat spreader)
temperature constant. After stepped constant-power calibrations, non-steady-state excitation pulse powers were im-
parted to the outer metal coating on the substrate.

Over 600 runs were performed on over 100 different catalysts using different calorimetric methods in four different
isoperibolic reactors. Additional catalysts were also tested for other experimental purposes. The reproducibility of
recent results has been considerably better than those reported earlier. Earlier reports have shown that catalyst can be
transported between different laboratories and using different reactors to achieve very similar positive results.

Calibrations and active runs have recently been performed comparing all thermal output to all electrical power
input. Encouraging results have been seen and will be presented in the future.
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Abstract

This paper presents a summary and some deeper details about the experiments presented at the 22nd International Conference
on Condensed Matter Nuclear Science (ICCF22). It reports on the experimental study of LENR phenomena in Constantan
(CussNiggMn;) from its inception in 2011 to the most recent experiments. Using an empirical approach we identified the ef-
fect of surface modification of the Constantan wires with coatings comprised of elements that enhance the absorption behavior,
and oxides with low work function for electron emission. We also explored certain geometrical arrangements of the wires such as
knots and coils in order to induce local thermal gradients and predictable hot-spots. Moreover, the DC polarization of the wires by
a counter-electrode proved to be a versatile approach to induce non-equilibrium conditions that are essential for Anomalous Heat
Effects (AHE), especially when a dielectric barrier discharge (DBD) is produced. From the review of experiments summarized in
this article, we obtain indications that the main parameter controlling the AHE is the flux of reactive species through the surface
of the loaded material. As a consequence, all other external conditions of the reactor core (voltage—current, temperature, pressure,
electric field stimulations, DC and/or AC external fields), can be seen as co-factors that enable a flux of active species through
surfaces and in the bulk of the materials. Although most of the tests are in agreement with a possible flux model, some results still
lack an interpretation, probably due to limits of the experimental setup.
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1. Introduction

Our group has studied Anomalous Heat Effects (AHE) in nickel-copper alloys for several years [1-10]. Apart from
some initial speculation [5] one of the motivations for the choice of these materials came from the work of Romanowski
[11] who showed their remarkable capability at promoting the dissociation of molecular hydrogen (Hs). Moreover we
came across the work of Bruckner [12] who observed a reduction of electrical resistance of the alloys when exposed
to hydrogen as well as the pioneering experiments of Ahern with Ni—Cu multilayer structures [13].

Among various Ni—Cu alloys, Constantan (Cus5NigyMn;) wires became in particular the focus of our studies
because of their low cost, versatility and robustness in various experimental setups. To sum up, Constantan resembles
palladium (which has been more extensively studied) in that both require loading with D2 or Hs, and conditions of
non-equilibrium to produce AHE.

Under certain conditions indeed, absorption and/or desorption, of D (or H), are associated with exothermic phe-
nomena exceeding by orders of magnitude the enthalpy of conventional chemical reactions.

Still, when non-equilibrium conditions are absent, AHE are either reduced or they tend to decline over time. This
observation led our group to investigate ways to increase non-equilibrium conditions through years of trial and error.
In a typical experiment, a 200 m Constantan wire is oxidized by heating it in air with direct current or with a sequence
of short duration, low repetition rate pulses of high peak power. These repeated oxidations create a sub-micrometric
texture of oxides featuring a large surface area. The oxides are then easily reduced and the resulting porous layer
enables the quick absorption of D (or H). Significant improvements in reproducibility and AHE magnitude were
made by modifying this porous layer with low work function oxides [4] comprised of strontium, potassium, iron, and
manganese. An SEM analysis of wires after treatment and reduction shows a sub-micrometric texture of heterogeneous
composition where areas rich in nickel and copper respectively can be easily distinguished, iron and manganese instead
appear in isolated islands whereas potassium and strontium oxides are uniformly distributed.

That being said, the experiments are conducted by direct constant-current heating of the wires in a Dy atmosphere.
Typically they are allowed to saturate at a pressure of 2 bar for a few days at a temperature between 300 and 500°C,
then the pressure is gradually reduced below 100 mbar. In general, AHE occurs if a series of conditions previously
reported [3,4] are met. AHE proves indeed to be correlated with the amount of absorbed deuterium as well as with
the presence of non-equilibrium conditions that we speculate promote a flux [14] or migration of active species at the
interfaces of the spongy wire.

Initially, changes in pressure, temperature, voltage, current, and the arrangement of the wires showing thermal
gradients (i.e. hot spots), were introduced with a certain degree of success [6,12].

Quite interestingly the authors also found a remarkable empirical association among the thermionic emission of
the wires and the occurrence and intensity of AHE [6]. Despite a lack of a clear mechanism, this peculiar correlation
quickly became the focus of much experimental work. This turned our attention to electric stimuli such as the intro-
duction of a voltage with a second wire acting as counter electrode, and even a low frequency alternating polarization
(50 Hz). Afterward, a new setup was designed to isolate and explicate the effects of the thermionic emission from
the hot wires and electric stimuli, hence in the most recent experiments, strong thermal gradients were avoided with
respect to the knotted wire design described in [8]. In fact, above a certain temperature, thermal gradients, although
particularly effective at increasing AHE magnitude, proved to be insufficient at obtaining a longlasting effect without
the use of additional stimuli (changes in pressure, current, etc.).

In general we face the need to maximize the thermionic emission of the wires as well as their deuterium loading.
Unfortunately these two parameters require opposite operating conditions: thermionic emission increases at low pres-
sures, but low pressures cause the wire to unload (i.e. it allows excessive release of stored deuterium) hence leading
invariably to the suppression of AHE after some time [10]. This issue was initially tackled by conducting experiments
at a pressure that could prevent excessive release of deuterium from the wires while still allowing electrons to be
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emitted from the Constantan wires coated with low work function elements. Also, the distance between the active
wire and the counter electrode was kept as low as practically possible to promote electron emission without using an
excessive voltage which could lead to localized arcs.

Such conditions are in agreement with the Child-Langmuir equation for the transport of electrons in vacuum
[15,16]. Although to date a working model is not available, our speculations include a role for ionized deuterium
and its interaction with electrons [9,10].

2. Chronology of the Experiments with Constantan Wires

Chronology of the experiments with Constantan wires is shown in Table 1 and the Experimental Design is shown in
Fig. 1.

3. Wire Treatment and Effect of Diameter and Length on AHE

To prepare the wires, including the oxidation and coating steps, we used the same procedures described in previous pa-
pers [4]. We would like to emphasize that thinner wires consistently provide higher AHE This was observed in several
experiments where we compared 100, 200 and 350 pm wires. The AHE magnitude observed in multiple experiments
seems to fit qualitatively with the ratio between the section area of the oxidized layer formed during the preparation
of the wires and the area of the non-oxidized core. Figure 2 shows these ratios for wires of different diameters based
on SEM observations. We think that the porous and spongy oxidized layers at sub-micrometric dimensionality, upon
reduction, provides a porous region/skin which may be more receptive for deuterium (or hydrogen).

Moreover thinner wires, when heated by direct current in the reactor, feature a significantly higher current density
and a larger voltage drop along their ends (similarly to NEMCA [17] or Preparata [18] effects).

Table 1. Chronology of experiments with Constantan wires.

Year Main achievement Reference
2011 Beginning of experiments with oxidized wires, of Nickel-Copper alloys in pure Ha, D2 or Ha/Ar, Do/Ar  [1]
mixture atmosphere, first measures of AHE in Constantan

2013 Reproducibility of AHE occurrence enhanced after coating the wires with low work function materials (SrO)  [1,2,4]
and inserting the wires in sheaths of borosilicate glass fibers

2015 AHE occurrence associated with Fe impurities on Constantan wires [4]

Further improvements in reproducibility after adding Fe, Mn and K to the low work function main coating of
the wires

Observation of thermionic emission from the wires in accordance with Richardson law and related Child-
Langmuir law

2017 AHE magnitude increased through geometrical arrangements to create thermal gradients along the wires [6]
Air flow calorimetry introduced for better AHE measures

2018 AHE occurrence empirically associated with thermionic emission of the wires, a counter electrode is intro-  [6-8]
duced to enhance electron emission and AHE

2019 AHE effects stabilized (from hours to days) through high voltage and alternating current stimuli. Observation  [9,10]
of the effect of dielectric barrier discharge on AHE occurrence and magnitude
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Figure 1. Evolution of the experimental set-up: Constantan wire reactor (A); grounded counter-electrode is added (B); counter-electrode is
polarized with direct current (C); counter-electrode polarized with alternating current (D).

Giuliano Preparata, in particular studied the AHE generation as function of the fotal voltage drop along the wire,
assuming that it may behave as if in a coherent state. The coherence phenomena and their relation to LENR, although
controversial, are still the object of investigations [19].

4. Richardson and Child-Langmuir Laws

In 2014, the authors added an independent wire in close proximity to the active Constantan and observed, at high
temperatures, a weak electrical current flowing when powering the first wire [4].

This current proved to be strongly related to the temperature of Constantan wire and unmistakably the consequence
of thermionic emission (where the treated Constantan is a cathode and the second wire an anode), in close agreement
with the Richardson law [8,9,20]. The recorded current follows a pattern in accordance with the Child—Langmuir law.
Further details can be found in [15].

Later, our experiments showed that the thermionic effect and the spontaneous voltage between the two wires were
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correlated to AHE occurrence. To date no clear model can explain the association of the thermionic effect and AHE
occurrence, but the consistency of the relationship among the two phenomena has been confirmed in multiple experi-
ments. Also, as mentioned above, the presence of thermal and chemical gradients is considered as being particularly
relevant, especially when interpreting the large effect of knots on AHE magnitude.

5. Knots and Thermal Gradients

In 2018, mostly following a trial and error approach, attempts to further increase AHE focused on the study of different
types of knots, leading eventually to the choice of the Capuchin type (see Fig. 3).

This knot design leads to several hot spots along the wire and comprises three areas characterized by a temperature
difference up to several hundred degrees. The temperature difference between the external spires of the knot and the
internal straight segments may also induce voltage between the spires arising from an ohmic drop along the wire, and
from the different temperatures between the inner and external part of the knot.

We must emphasize that a large AHE rise was observed when introducing an extra voltage between the active wire
(cathode) and a second close wire (anode) through an external power supply.

6. Coil Design

As anticipated, after the study of the wires with strong thermal gradients induced by knots, we realized they have
mechanical and aging limitations, so we initiated various experiments focusing on the use of electric stimuli only. The
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Figure 2. Section of wires of different diameter after oxidation and additional treatments. We observe the formation of a porous oxidized layer
that later is reduced by deuterium. The resulting porous skin is especially prone to enhanced deuterium absorption (blue area). These schematic
figures are based on measurements taken by Scanning Electron Microscopy. The highly loaded zone is in the range of 15-25 pm.
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Figure 3. A knot comprised of eight loops heated in air with a direct current (® =193 pm, I = 1900 mA). The external diameter of the coil
is 15-20 mm. Based on a color analysis, the darker area is likely to be at a temperature of <600°C, the external spires at about 800°C, while the
innermost straight section may reach 1000°C. The wire used in experiments is 200 cm long and may have 4-8 knots of this type.

strong empirical association between AHE and thermionic emission guided us toward the use of a second wire with
a positive polarization, to enhance electron emission from the active wire. In a more recent setup, shown in Fig. 4, a
200 pm (or 350 pm) Constantan wire is oxidized and coated with a low work function oxide (SrO). The wire is then
inserted in an original sheath (made by SIGI-Favier) comprised of borosilicate glass fibers (each fiber has & =5 um)
tightly woven with quartz-alumina fibers (the latter to enhance the temperature resistance of the sheath). The sheath
is also impregnated with the same solution of low work function elements used to treat the wires. The sheathed wire
is then coiled on an iron tube insulated with a thin sheath of quartz-alumina fibers only. The Pt wire has the same
geometrical configuration as the Constantan wires, except for the missing surface treatments and sheath impregnation.
In this configuration the iron tube is used as a counter-electrode to study the effect of voltage bias on AHE occurrence
and magnitude.
A schematic of the assembly is shown in Fig. 4.

7. Reactor Assembly

The reactor consists of a borosilicate glass tube (Schott type 3.3); dimension: ® = 33-40 mm,L = 400 mm. A SS-304
tube (carefully cleaned to exclude sulfur), is used as central support to hold in place the coils of wires (V1, V2, V3 in
Fig. 5). This tube encloses an additional thermocouple to measure the mean gas temperature inside the reactor.
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Figure 4. Details of a coil in its final assembly. The counter-electrode is a Fe tube covered by an electrical insulating, thin quartz-alumina fiber
sheath. The details of construction are the same for Pt and Constantan wires. (Please note that the Constantan coils have an internal thermocouple
contained in a SS tube, the internal thermocouple is not used for the platinum coil whose temperature is measured from its variation of resistance.)

On the outside of the reactor we positioned a sealed source of gamma radiation (Fig. 6) comprised of WTh2%
TIG electrodes (Thoriated Tungsten alloy). This source is located inside a hermetically sealed, 2 mm thick, SS304
tube and has a nominal maximum intensity of 33 kBq. Only X-gamma radiation, specifically from thorium decay, can
pass through the stainless steel tube and reactor wall to reach the Constantan wire (15 mm away from the source outer
wall). In fact, the use of gamma sources is well known to facilitate electron emission as well as a trigger for avalanche
ionization phenomena especially in the presence of static potential (see addendum B for further information on the
source).

8. Direct Current (DC) Electric Stimuli

Wires are heated by different DC constant-currents at various power levels (usually 40-120 W). The AHE occurs
usually in the range of temperatures of 650-850°C, after loading the wires at 2 bar of D, for 2—4 days at 300-500°C,
and inducing non equilibrium conditions. This can be executed by decreasing the pressure, up to a minimum of
approximately 10 mbar. In a typical experiment the AHE may last up to one day but then it slowly vanishes. This
behavior may be attributed to: (a) desorption of deuterium from the wire and (b) decrease of effectiveness of the
non-equilibrium conditions that may have triggered AHE release in the first instance.

To reactivate AHE release, usually, a new loading cycle at high pressure is needed.
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Figure 5. Assembly of the reactor including three coil cartridges, V1 is a platinum coil used mainly for calibrations, V2 and V3 are two active
coils comprised of treated Constantan wires. The V1 temperature is measured using its variation of resistance; the V2 and V3 coil temperatures
are measured by thermocouples inside the coil. An additional thermocouple (in red) is inside a SS tube used as support for the steel frame holding
in place the three coils. This thermocouple is used to estimate the mean internal temperature of the reactor. All the thermocouples are type K, SS
screened; insulated by MgO: 1200°C maximum temperature.

In the last two years, we have found that a practical approach to reducing the AHE decline and increasing the AHE
magnitude is the application of a voltage (bias) between the wire and a counter electrode. As already mentioned, we
observed an AHE increase by applying a static positive polarization to the Constantan wire (cathode); later we also
witnessed an effect with a negative polarization.

This led eventually to the choice of an AC stimulus (Fig. 1D) between the Constantan wire and the counter
electrode. Figure 5 shows the electrical connections of each coil used in the latest reactor assembly. The wires are
inserted in theirs sheaths (Figs. 4 and 5) and then wound on a tubular Fe support, macroscopically insulated by a
porous and thin-wall sheath of quartz-alumina fibers.

The excitation voltage is applied between the main wire (which is always heated by direct current, whether it is Pt
or Constantan) and the Fe counter-electrode.

The deuterium loading of the wires is monitored continuously by a dedicated circuit shown in Fig. 7. This allows
us to measure the ratio between the actual resistance (R) of the wire and its resistance (R) before the first deuterium
loading. The circuitry is based on JFET J511 (Constant Current silicon diode, three in parallel, each providing 4.7 mA
of current) and operates at low power only.

The same approach is used also when higher power is applied to the wires (up to 120 W in some experiments, up to
3 A of current with a 350 um wire). Both circuits are operated in parallel, self-decoupled by a network of high voltage
diodes, as a sum node. To put it in a few words, when Constantan absorbs hydrogen or deuterium, the wire resistance
decreases; the larger the decrease, the larger is the loading.

A second section is designed for the low power (0.1-5 W, 2600 V}), used to feed the alternating current excitation
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the reactor mean internal temperature.

(AQ). It includes several protection networks (based on back to back 150 V, 5 W Zener diodes shown in Fig. 7) put on
each end of the active wires (Constantan and Pt) in parallel to the coaxial connector, to avoid potential failures, to the
main power supply and acquisition system, due to couplings of the high voltage AC pulses. The =600 V}, are applied
to promote both Richardson—Child—Langmuir (only the positive region of the wave, lower pressures) and Paschen
regimes (corresponding to a pressure of 30—40 mbar in our geometrical configuration, featuring a distance of 2-3 mm
between the electrodes). The rationale of the circuitry is keeping the wires always polarized by a proper amount of
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Figure 7. Scheme for the circuitry adopted for R/ Ro measurements.
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current, this in order to measure the temperature of platinum wire (V1) and Resistance Ratio (i.e. R/Ry) in the case
of Constantans (coils V2 and V3).

This reduction of resistance, with respect to the value of Constantan before absorption (Ry), is likely related to the
amount of H (or D) absorbed by the wire similarly to what observed with palladium above a certain loading [21]. That
being said, a precise correlation among absorbed H (D) and resistance is not yet available nor fully understood for the
case of Constantan wires (which as shown in Fig. 2 show nonhomogeneous absorption across their section).

Also, the minimum current injected to maintain the wires polarization, is about 14 mA and is feed by the three
constant current diodes (CCD) in parallel (J511 in the scheme of Fig. 7). When higher current needs to be injected,
a High Power Supply is used (HPS: —120 V, 0-3 A). Appropriate high voltage diodes prevent the current from going
back to the low power supply section (when the high current path is active). The output of HPS has three positions: 1,
connected to Pt (connector V1); 2, connected to the Constantan (connector V2 or V3); three unconnected (NC).

Among others, some explorative tests were made with: (a) unipolar half-wave, positive or negative pulses (see
Appendix A for the circuits used in this case). The Richardson regime, with the related Child—-Langmuir current,
occurs at a rather low pressure and the emission intensity of electrons at the surface of the material depends both on
the temperature and the value of the work function of the material. We recall that the electrons boil-off at the surface
of the low work function materials: they create a spatial-charge localized in close proximity of the surface until some
external field of positive polarization is applied removing them [3,6,20].

Concerning the Paschen regime, with respect to the original formula developed in 1889 by Friedrich Paschen [22—
28] in free air and parallel plates, we must consider that the use of low work function materials and the presence of the
thoriated tungsten source outside the reactor is likely to influence the discharge initiation.

Under these conditions, we think that the breakdown voltage would be significantly reduced.

9. Alternating Current Electric Stimuli

The AC circuitry that generates 1200 V,, was applied to the counter-electrode. It is based on two 50 Hz, multiple
output transformers in cascade. This allows us to increase the 230 Vi, (i.e. 324 V},) of the line to 610 V], as measured
by oscilloscope.

The current needed for the excitation is rather low, with a limit at 60 mA due to a 10 k2 limiting resistor. Usually
the current does not exceed 10-20 mA because the triggering voltage of the Paschen effect is approximately 400-500 V
and RMS values up to 5-6 mA, as measured by a Fluke 187 multimeter (BW=100 kHz). The RMS voltage is in the
range 250-280 V, as measured by a Tektronix DMM916 multimeter (BW=20 kHz). For higher accuracy, and better
understanding of waveforms, especially the higher frequency components, the signal at the end of a 10 k{2 resistor is
sent to a Fluke 198C Digital Scope (BW=100 MHz). Some of the most significant operating situations are reported in
Figs. 10-12.

Figure 10 shows in particular a typical waveform corresponding to a limited coupling between the counter electrode
and the active wire (under high pressure or pure deuterium). As deduced from Fig. 8, the addition of Ar is able to
reduce significantly the voltage needed to initiate a discharge. Figure 11 shows instead the waveform observed using a
1:1 molar mixture of Ar and D, at a pressure compatible with discharge occurrence (as per Fig. 8). In these conditions
AHE is substantially increased compared to the case presented in Fig. 10.

Finally Fig. 12 shows the remarkable occurrence of a dielectric barrier discharge, and it is definitely the most
effective at producing AHE. However, it is rather difficult to maintain and the materials (especially the insulating
sheaths) shows signs of degradation after few hours, probably due to arcing. According to the literature, an increase of
frequency (from present 50 Hz up to values of 1040 kHz) and optimization of tension and wave form, could limit the
drawback and it is currently under investigation.

That being said, due to the high voltage needed for AC excitation, the injection circuitry and measuring set-up
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Figure 8. Direct current breakdown tension (V) of several gases versus pressure and distance between electrodes (p*d) [29]. The addition of
argon to deuterium clearly enables discharges at lower tension.

is currently being improved. This is in order to reduce the value of the 10 k€2 limiting resistor and to boost the peak
current at high voltage. Non-linear circuitry with overall improved high frequency performance, is under consideration.

Some of the waveforms observed by the oscilloscope are reported in Figs. 10-12. Curves in Fig 12 seem to be
associated with the highest AHE. In these conditions a dielectric barrier discharge is clearly occurring.

10. Calorimetry

AHE occurrence was studied using air-flow calorimetry.

The calorimeter consists of an insulated case made of double walls (6.5 cm in total), thick polystyrene whose each
internal surface is covered with multiple reflective thin aluminum foil. This apparatus is calibrated using a Nichrome
heater inside the calorimeter case or a platinum wire coil inside the reactor (V1 in Fig. 5) under inert gas (He).

The Ni—Cr heater is contained in a borosilicate tube having dimensions similar to the active reactor. Both the heater
and the reactor are placed in close proximity. They are covered by several corrugated layers of 40 pum thick Al foils
with one black side. An overview of the assembly is shown in Fig. 6. The fan is 5 cm wide, operates in suction mode,
and has a nominal air flow of 4.445 1/s at normal pressure and temperature (NPT), and it rotates at 75 Hz. Its revolution
rate is monitored, and the measurement is logged in the acquisition system. The overall average coefficient of heat
exchange during calibrations (e.g. in the restricted power range of 90-110 W) with the Ni—Cr heater or platinum wire is
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Figure 9. Scheme of the high voltage-low current circuitry adopted for AC excitation. The R limit and current measuring resistance usually has a
value of 10 k€2 (T1, T2, and T3 refer to the counter electrodes of each coil which is the iron tube shown in Fig. 4).

approximately 0.20°C/W and is consistent with the values of air flow, density, pressure and air humidity (which is kept
almost stable at 45-55% of RH by the air conditioning system of the laboratory) and heat capacity in the range of air
temperature inside the calorimeter (20—60°C). Precautions to increase internal air turbulence are also taken to prevent
air stratification which could affect the measures. A selection of over 80 tests are reported in Table 2, Appendix B.
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Figure 10. Voltage drop along the limiting-measuring resistor of 10 k(2. Red is at test point A, blue at test point B. Current is the green color line.
Typical waveforms in mild condition of excitation, i.e. not Dielectric Barrier Discharge (DBD) conditions. Even the Paschen regime (starting from
about 400 V) looks self-quenched, perhaps due to the excessive value of the resistance (10 k<2 resistor in Fig. 10).
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AHE is estimated as follows:

T _Tin o . .
Al = % (°C/W) Calibration values, (1a)
in
Tou — Ti
A2 = % (°C/W) Active wire values, (1b)
A2 — Al
AHE = — P, (W), (lc)

where T, and T}, are the air temperatures measured at the outlet and inlet of the calorimeter, respectively, as shown
in Fig. 6.

Further details on the adopted calorimetric technique can be found on the paper summarizing the presentation at
ICCF21[5,6].

11. Results

In a particularly impressive experiment, 18 W of AHE were observed for an input power of 99.7 W (line #38 of
Table 2 in Appendix B), recorded when using a 200 pum wire (coil V2 in Fig. 2) at a temperature of 716°C. The
counter-electrode excitation consists of +270 V bias and 3 mA current, the behavior of R/R, was oscillating over
time. The effect lasted over 5 h.
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Figure 11. Similar to the case of Fig. 10 but with larger current. The current starts at a voltage value close to 400 V, as expected according to the
threshold voltage of the gas involved.
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Figure 12. Typical waveform that seems to be the most efficient to increase the AHE.

Afterward AHE decreased to 9.5 W (line #39), perhaps due to air intake from a leak. In fact, the pressure increased
from about 300 up to about 316 mbar. Anyway, the effect had a remarkable time span of over 15 h. When the polarity
was changed from positive to negative (line #40), AHE decreased from 9.5 to 7.4 W. The shift (line #41) from unipolar
negative to bipolar oscillation (600 V,,, 50 Hz) increased AHE from previous 7.4 to 10.7 W, the effect lasted about
4 h. Reducing the pressure from 341 to 98 mbar (line #42) the effect increased from 10.7 to 14.5 W, always under
AC oscillation and current (rms value) of 2-3 mA. The effect lasted 4 h. After the interruption of the AC stimulus
(line #43) leakage was observed, causing a pressure increase from 98 to 250 mbar, this was followed by a reduction
of AHE from 14.5 to 2.4 W. AHE slowly vanished following stabilization of R/ Ry (that was unstable and oscillating
proportionately to AHE).

When AC oscillation (line #44) was resumed at a constant pressure of 250 mbar, AHE rise again, from 2.4 t0 9.2 W.
In general, much lower AHE values were observed when using the larger diameter wire coil V3 (350 ;m). Eventually
the only way to recover large values of AHE (i.e. 14.4 W, line #59), was to power 200 ym wire (V2) add some Ar to
the gas mixture, keep the pressure relatively low (36 mbar), and use AC excitation to the counter electrode.

12. Conclusions
From the collected data the following conclusions can be drawn.

(a) The AHE occurrence is correlated with fast loading or unloading of the wire. In the case of unloading
however, after a short time, the AHE vanishes.

(b) When loading/unloading occurs slowly, AHE is significantly reduced.

(c) A state of oscillation seems to be the most efficient since it produces AHE for a longer time with respect to
fast loading or unloading (especially when a dielectric barrier discharge occurs).
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(d) Loading and unloading occurrence, as assumed from R/ R and variation in reactor pressure, strongly support
the key role of deuterium flux (see [14] for a definition of flux).

There are additional external conditions, such as high temperature, low pressure, purity of the gas that facilitate the
AHE. In any case, after some time, even the optimal conditions described above are not sufficient to maintain AHE
release. That being said, the major finding we would like to emphasize is the ability of the counter-electrode stimulus
to keep the AHE active for longer times, perhaps indefinitely.

Also, the role of non-equilibrium conditions and flux were suggested by several researchers [30-38] since the
beginning of Cold Fusion experiments. Convincing proofs being said, the set of experiments summarized in Table 2 of
the present work consistently shows a strong correlation between a change in loading/pressure and the occurrence of
AHE, hence providing a strong support to the flux model or hypothesis. Also, although most of the tests here described
are in agreement with the flux model, some results are still difficult to interpret. We think that this could be due to
accidental contamination of the deuterium due to an insufficiently air-tight glass reactor, especially at high temperature
and low pressure.

Moreover, a critical analysis of the data collected in Table 2 (Appendix B) allows us to highlight a series of
observations or possible generalizations on the best conditions enabling AHE release for the selected reactor geometry:

(1) Temperature must be as high as possible, provided that sintering of the spongy surface does not occur. Also,
high temperature is one of the key factors for electron emission from low work function materials. We speculate
that a high intensity emission may interact with deuterium (or hydrogen) leading to useful phenomena. This
last statement is purely based on associations during experiments (i.e. between thermionic emission and AHE).

(2) Low pressure is useful to increase the e~ emissions. However, below a certain pressure the effect may be
deleterious due to excessive deuterium release (unloading) from the wires. We would like to highlight that the
occurrence of a dielectric barrier discharge (Fig. 13) is associated with a remarkably intense AHE. Although
at this stage we would like to avoid venturing into a discussion of possible reaction mechanisms, we recognize
some analogies with previous work and that of Randell Mills [39-42] and Jacques Dufour [43,44].

(3) The addition of low-thermal conduction noble gases (like Ar or Xe) is generally useful to increase the temper-
ature inside the reactor core and promote the Paschen regime, when the counter-electrode has sufficiently high
voltage.

(4) High DC voltages along the active wire are useful (perhaps due to NEMCA and/or Preparata effects). As a
consequence, thinner wires are usually more efficient at producing AHE.

(5) The effect of AC has to be fully explored in all of its potential (varying frequency, voltage, waveform, bias,
and/or asymmetries). Nevertheless, we observed an unexpected but clear correlation with the negative side
of AC wave and an increase of the temperature in the reactor core when certain conditions of temperature
and pressures are fulfilled. In general, AC stimuli seems to counteract the AHE decline observed in previous
experimental projects.

(6) The flux of deuterium trough the active material (Constantan) seems to be the most important factor driving
the AHE generation. Based on experimental observations, we speculate that inducing oscillations of flux may
be the best method for triggering or increasing AHE.

(7) Contamination of the reactor atmosphere (e.g. by air and/or degradation of glassy sheaths) has a deleterious ef-
fect on AHE. Unfortunately, due to budget constraints, up to now we could not afford a Residual Gas Analyzer
(RGA) placed in-line with the reactor to diagnose this problem.

Our present work aims at preventing the issues of the described experimental setup such as the frequent leakages
and poor control of gas compositions. This will be achieved with a new stainless steel reactor equipped with residual
gas analysis (RGA). We are also working at optimizing the electronics used as AHE stimulus and for DBD plasma
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generation, as well as at finding the optimal operating conditions both with conventional high tension, medium-high
frequency generators, as well with pulsed DC power supplies.
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Appendix A. Auxiliary Circuitry for Explorative Tests

Auxiliary circuitries were developed to study:

(A) the effects of unipolar excitation at 50 Hz, both positive and negative. Schematic shown in Fig. 13
(B) current flowing between cathode and anode. DC level at maximum allowable voltages, +-600 V. Sketch shown

in Fig. 14
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Figure 13. Circuitry to generate unipolar pulses, at 50 Hz, by a network of fast diodes and R (660 k2 grounded). Such circuitries allowed
to evaluate the effect of repetitive unipolar pulses from the point of view of AHE stimulation. The results were used to optimize the operating
conditions of the reactor (gas, temperature and pressure).
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Figure 14. The simple circuitry used to generate unipolar high voltages in DC, by means of a peak detector system (D, Capacitor). Adding an
ammeter between the output of the circuitry and the counter electrode it was possible to measure the current, in DC conditions, between the two
wires of the reactor while changing gas, temperature and pressure.

Appendix B.

Table 2 summarizes over 80 tests performed during two months of experiments using Constantan wires, 1.7 m long,
with a diameter of 200 or 350 pm. During these experiments the active wire polarity was kept negative and the
extremity of each wire was grounded; the power supply was operated in the constant-current mode. The table includes
the following data:

C1 Identification of the experiment, time [s] since the start of specific data logging.

C2 Wire diameter (mm).

C3 Electric input power (W), Voltage along the wire (V), Current (A).

C4 Gas type, pressure (mbar).

C5 Temperature at the core of each tube/cartridge used for the Constantan wires (inside the Fe counter-electrode);
the R/ Ry value of the wire; the trend of its variation over time (reported on the last 10 ks) as observed in the
plot of raw data.

The wire loading during the experiments was classified, as follows:
C5.1 Increase of Loading (IL), corresponds to a R/ R decrease; it can be Slow (S) or Fast (F)
(e.g. IL_S means slow increase of loading).
C5.2 Decrease of Loading (DL), corresponds to a R/ Ry increase; it can be Slow (S) or Fast (F).
C5.3 Oscillation. The R/ Ry values oscillate around a certain mean value. The larger is the amplitude of oscillations,
the larger AHE is.
C5.4 Constant. The R/ Ry not varying significantly over time. In this conditions AHE is absent.
We assume that these behaviors are closely correlated with a flux of the active species thorough the surface
and/or bulk of the wire;

C6 Electric conditions of the counter-electrode, i.e. V', I, in DC or AC.

C7 AHE values (W), calculated using Eq. (1)(1-3). Maximum value measured was +18 W with 100 W input.

C8 Short comments on the experimental conditions and results.
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Table 2. Summary of the most important operating conditions and results collected over two months of experiments.

C1 C2 C3 Cc4 C5 C6 C7 C8
Test # Wire, *Pw_in Gas type, *T_core (°C); Counter AHE Notes
*Timer diameter W) pressure *R/Rg wire; electrode, W)
(s) (mm) *V (V), (mbar) *loading varia- V, A; DC
I(A) tion or 50 Hz
AC (rms)
#1 0.350 40.6 D2 318 -0.7 10 July 2019. File started
599280 19.5, 1810 0.885 03 July 2019, 16 h 44 m af-
2.08 DL_S ter several calibrations using
nichrome and platinum heaters
#2 0.350 60.6 D2 427 +8.7 Gas leak. Fast deuterium de-
616410 24.1, 1770 0.905, loading. Higher temperatures
2.51 DL_F and fast unloading effective to
get AHE
#3 0.350 80.6 Do 544 +7.8 Gas leak. Fast de-loading
691100 28.6,2.8 1100 0.9524
DL_F
#4 0.350 97.4 D2 630 +0.5 Gas leak. Slow unloading.
767700 31.6, 1100 0.964 The rate of unloading is a key
3.08 DL_S factor to get AHE.
#5 0.350 494, Ar/Do= 483 +0.2 R/Ro almost constant. No
1005840 22.2,2.2 1.34 0.945 AHE observed
1160 C
#6 0.350 59.8, Ar/Do= 546 +4.5 Fast unloading. AHE recov-
1015360 24.6, 1.34 0.953 ered
243 1210 DL_F
#7 0.350 70.2, Ar/Do= 603 +2.8 Low speed loading, reduced
1020670 26.7, 1.34 0.961 AHE
2.62 1230 IL_S
#8 0.350 80.5, Ar/Do= 656 +8.6 Increasing  loading, noisy
1029100 28.7, 1.34 0.966 R/Ro.
2.80 1270 IL_S The AHE increased largely,
O perhaps due to R/Rg oscilla-
tions
#9 0.350 90.5, Ar/Do= 702 +6.6 R/ Rp almost flat but with sev-
1037080 30.6, 1.34 0.972 eral instabilities. AHE present
2.96 1300 C
(¢}
#10 0.350 97.7, Ar/Da= 725 +4.4 R/Ro almost flat but with in-
1097810 31.7, 1.34 0.972 stabilities. Also the oscillations
3.08 1310 C are useful to get AHE
(¢}
#11 D5 fresh 22 Calorimeter opened and re-
1340 1960 0.926 closed to repair a large gas leak.
New file New file 170719_12:01
#12 0.350 59.9, D2 420 -0.5 In almost static conditions and
18350 24.4, 2610 0.906 high pressure no AHE, al-
2.46 IL_S though some loading
#13 0.200 60.4, D2 439 +0.8 Gas leak. Py at V2. Very slow
24230 40,1.51 2440 0.949 loading. Some R/ Ry instabil-
IL_S ity. Similar to test #12 but some

weak oscill

65
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Table 2 continued

#14
92900

#15
172570

#16
185120

#17
195370

#18
196100

#19
196550

#20
196960

#21
197320

#22
198070

#23
198600

#24
199160

0.200

0.200

0.200

0.200

0.200

0.200

0.200

0.200

0.200

0.200

0.200

60.1,
39.8,1.51

61.1,
40.1, 1.52

80.5,
46.5,1.73

99.7,
52.1,1.91

99.9,
522,191

100.0,
523,191

100.0,
523,191

100.4;
524,191

100.2;
52.5,1.91

100.6;
52.7,1.91

100.2;
52.7,1.90

1970

440

Do
300

Do
196

433
0.946

438
0.947

529
0.962

607
0.977
DL_S

611
0.978

617
0.978
DL_F

634
0.981
DL_F

636
0.982
NA

659
0.986
NA

685
0.990
NA

713
0.995
NA

+5.3

+10.1

+9.7

+7.7

+6.0

+4.0

+5.9

+5.5

Gas leak. 50 ks mea-
surement. R/Ry flat.
No AHE

Very long measures,
180 ks. R/ Ry flat. No
AHE

Long duration mea-
sures. R/Ry flat. No
AHE

R/Ry slowly
increased.
Some oscilla-

tions were the source
of AHE
Forced pressure re-
duction.
R/Ry quite unstable:
origin of AHE. Short
time test

Forced pressure re-
duction.
R/Ry increased.
Short test

Forced pressure re-
duction.

No thermal equilib-
rium

Forced pressure re-
duction.

No thermal equilib-
rium

Forced pressure re-
duction.

No thermal equilib-
rium

Forced pressure re-
duction.

No thermal equilib-
rium

Forced pressure re-
duction.

No thermal equilib-
rium
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Table 2 continued

67

#25
199860

#26
431190

#27
432920

#28
443190

#29
451110

#30
598310

#31
77.7
616520

#32
620080

#33
623680

0.200

0.200

0.200

0.200

0.200

0.200

0.200

0.200

0.200

99.9;
52.7,1.89

81.2;
47.2,1.72

81.2;
47.1,1.72

81.1;
47.1,1.72

81.0;
47.1,1.72

98.9;
52.1,1.90

79.9;
46.5,1.72

80.1;

46.6, 1.72

80.0;
46.6, 1.72

Do
156

Do+ air
216

Do+ air
214

Do+ air
209

Do+ air
218

Do+ air
330

Do+ air
270

D2+ air

184

Do+ air
211

733
0.997
NA

612
0.983

612
0.982

613
0.983

614
0.983

688
0.983
IL_S

596

0.969

609
0.972

613
0.973

+300V,
0.250 mA

=300V
0.210 mA

=300V
0.200 mA

+300 V
0.5-2 mA

+8.1

+0.5

+3.1

+1.7

+1.1

+3.4

+5.9

Forced pressure re-
duction.

No thermal equilib-
rium

Long measurement
(>60 h). Leak-
age: air intake, ini-
tial 158 mbar at
same temperatures.
Some oscill.

Counter electrode
has positive Polar-
ization: some AHE,
at least at for short
time.

Counter

electrode Negative
Polarization: AHE
vanished, even en-
dothermic effects

Pol. Neg. long time
(>2 h).

Slowly AHE
endothermic region
vanished

Long measurement.
Slow improvement
of loading: some
AHE

Leakage air intake
observed. After
an initial improve-
ment, later R/Rg
flat

Forced pressure re-
duction.

Several test with
DC field P,s. and
Neg.

Indications that a
change of polarity
could be useful to
get AHE

Abrupt temperature
increase.
DC field removed
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Table 2 continued

#34
626380

#35
630540

#36
683800

#37
697670

#38
716220

#39
771310

#40
775060

#41
789230

#42
803300

0.200

0.200

0.200

0.200

0.200

0.200

0.200

0.200

0.200

80.2;
46.7,1.72

80.4;
46.8,1.72

80.7;
46.8,1.72

89.7;
49.5, 1.81

99.7;
52.3,1.90

99.7;
52.2,1.91

99.6;
52.2,1.91

99.3;
52.1,1.90

100.2;
52.6,1.90

Do+ air
168

Do+ air
187

D2+ air
183

Do+ air
230

Do+ air
300

Do+ air
316

D2+ air
317

Do+ air
341

Do+ air
98

628
0.975
DL_S

631
0.976
DL_F

628
0.975
IL_S

672
0.981
DL_F

716
0.985
DL_F

709
0.981
IL_S

707
0.981

706
0.981

767
0.989
DL_F

+296V,
2.7 mA

+296V,
2.7 mA

4297V,
2 mA

+290V,
3.2mA

+297V
3.15 mA

-297 YV,
-3.5mA

AC, 260V
2-3 mA

AC, 260V
2-3 mA

+2.5

+2.8

+3.2

+4.0

+18.0

+9.5

+7.4

+10.7

+14.5

Forced pressure re-
duction

Pressure reduction
and recovery. Fast
increase R/ Ry

DC field

Long time
with field. R/Ry
noisy. First time ob-
served AHE not de-
creasing over time
with power constant

P,, increased from
80 to 90 W.

Fast in-
crease of R/ Ry, 0s-
cillations of R/ Rg

P,, increased from
90 to 100 W.

Fast increase of
R/Ry. Osc. large
AHE observed

Long duration 50
ks, at 100 W, DC
field 300 V. R/ Rg
decreased

Test with negative
field.
Slowly decreasing
AHE:
Negative field effect

AC stimulation,
first time. RMS val-
ues. Requiv: 100 k€.
AHE recovered

Pressure  reduced
several times. AC
on. Large R/ Ry in-
crease
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Table 2 continued

#43
1029400

#44
1032030

#45
1114330

#46
1130570

#47
1143330

#48
1203690

#49
1215750

#50
1219320

#51
1289670

#52
1306580

0.200

0.200

0.350

0.350

0.350

0.350

0.350

0.350

0.200

0.200

99.2;
519,191

99.2;
51.9,1.91

60.7;
24.7,2.45

79.8;
28.6,2.79

90.1;
30.4,2.96

60.4;
24.7,2.45

60.9;
24.9,2.44

60.7;
24.8,2.45

61.2;
404, 1.51

80.15;
46.6,1.72

Do+ air
250

Do+ air
252

Dy—+air
118

D2 ~+air
163

Dy +tair
190

Dy +tair
104

Dy +air
90

Dy tair
85

AI'ZDQ
87

AI':DQ
80

708
0.973
IL_S

708
0.973

531
0.922
IL_S

634
0.934
DL_S

678
0.939

539
0.921
DL_S

557
0.930
DL_S

576
0.927
IL_S

575
0.956

684
0.970
DL_S

AC, 280 V
1-2mA

AC, 260 V
5-6 mA

AC, 262 V
5 mA

AC, 262V
5 mA

AC 260V,
7 mA

AC,263V
5.8 mA

AC, 262V
6.0 mA

AC, 293V
<1 mA

AC,293V
<1 mA

+2.4

+9.2

+0.2

-1.1

+6.5

+0.7

+0.9

+2.1

+3.1

+2.2

Long time
meas. Air intake:
Press. increased.
Temp. decreased.
AHE decreased
slowly. Loading
Oscillations

AC stimulation:
recovered partially
AHE, ie. 24-92
4

Active wire 0.35
mm. First time

R/ Rgslowly
decreased. No AHE

Several

spikes at AC, R/ R
noisy.  Increasing
P, and temperature
were useful
Regular
oscillations. Weak
AHE, although AC
oscillation

Forced pressure re-
duction. No effect
to recover AHE

Forced pressure reduction.
Increase of internal
temperature and AHE

After vacuum new gas
(Ar=D5 70 mbar at RT),
Wire switch (V3 to V2).
Smaller wire diameter, i.e.
higher DC voltage,
increased AHE

Forced pressure reduction
R/Ry stable last 2 h
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Table 2 contin-

ued
#53 0.200 100.1; Ar=Dy 770 AC,293V  +9.1 Forced pressure reduction.
1319520 52.3,1.91 90 0.980 <1 mA AHE improved
DL_F
(0]
#54 0.200 100.1; Ar=Dy 777 AC,293V  +11.3 Forced pressure reduction
1321510 524,191 72 0.982 <1 mA, R/R noisy. Further increase
DL_S self-pulse of AHE. HF self-pulses
(0] at HF look useful
#55 0.200 99.7; Ar=Dy 734 AC,299V  +9.8 Leakage air intake. Several
1370080 52.0,1.92 ~+air 0.974 <0.5 mA pressure reductions. AC
125 IL_S current almost vanished
Still AHE
#56 0.200 100.6; Ar=Dy 799 AC,299V  +10.2 Several forced pressure
1374840 52.5,1.92 ~+air 0.982 <0.5 mA reduction. AHE correlated
45 D-I-L with fast R/ Ry variation,
o oscill. high temperature
#57 0.200 99.5; Ar= 750 AC,299V 8.7 Leakage air intake.
1393640 52.0,1.91 Do+air 0974 <0.5 mA Reducing local temperature
94 (0] decreases AHE
#58 0.200 101.3; Ar=D, 854 NO AC +6 Forced pressure reduction.
1395760 52.9,1.92 ~+air 0.991 One of co-factor effects
41 IL_F for AHE generation is AC
O stimulation, although HT
increased (750-854)
#59 0.200 99.9; Ar=Dy 778 AC,290V  +14.4 Forced pressure reduction.
1403770 52.2,1.91 + air 0.978 2-4 mA Large AHE. Geiger-Muller
02/08/20 36 IL_F gamma detector several
17:57 (0] times in alarm (>4 BKG).
R/Ry decreased
#60 0.350 41.0; Ar=D, 510 -0.7 New file: 19082019,
1447460 20.3,2.02 ~+air 0917 13:37 Over 15 days
66 C operation at low power.
No AHE
#61 0.350 41.1 Ar= 547 AC,247V  40.1  Reducing pressure and
1456770 204, 2.02 Do+ air  0.924 5.5 mA adding AC stimulation
30 DL_S induced some AHE
#62 0.350 41.0 Ar=D, 534 AC,270V 0.1 AC excitation ended 2 h
1461380 20.3,2.01 + air 0.922 2-3 mA before measurement.
45 C AHE vanished
#63 0.350 50; Ar=Dy 582 NO AC -1.4 Without AC the weak
1522010 22.5,2.22 + air 0.926 AHE disappeared

57 DL_S
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Table 2 continued

#64
1549730

#65
1554010

#66
1610150

#67
1627860

#68
1633300

#69
1640820

#70
1695500

#71
1713770

#72
1780200

#73
1787240

#74
1806940

#75
1812230

0.350

0.350

0.350

0.350

0.350

0.350

0.350

0.350

0.350

0.350

0.350

0.350

50;
22.5,2.22

49.9;
22.5,2.22

50;
22.5,2.22

50;
22.3,2.22

50;
22.5,2.22

50.2;
22.6,2.22

60.5;
24.8,2.43

60.5;
24.9,2.43

80.1;
28.7,2.79

80.0;
28.6,2.79

97.8;
31.7,3.08

98.2
31.9,3.08

Ar=
Do +air
46

Ar=
Doy +air
55

Ar=
Do+air
60

Ar= D2
+-air
41

Ar= D2
~+air
20

Ar= D2
~+air
60

Ar=
Do +-air
30

Ar= D2
+-air
75

Ar= D2
~+air
85

Ar=
Do+ air
150

Ar= D2
62

576
0.927
DL_S

574
0.925
IL_S

578
0.927
DL_S

582
0.928
Osc.

578
0.925
IL_S

600
0.930
IL_S
Osc

632
0.932

660
0.936
IL_S

700
0.937
IL_S

692
0.937
IL_F

757
0.942
IL_F

802
0.946
IL_F

AC, 247V
4.9 mA

AC,290V
1 mA

NO AC

AC,290V
1-2 mA

AC, 280V
2-3mA

AC, 253 V
45 mA.
NO HF

AC, 253 V
4.5 mA.
Some HF

AC, 260 V
4 mA

+0.6

+1.6

-1.3

+1.5

+0.1

+2.6

-1.8

+1.2

1.3

+3.2

+4.8

+7

Forced pressure reduction.
AC field from 20 ks. No HF
discharge. Weak AHE

Pressure reduction.
AC off since 1 h. R/ Ry
decreased but AHE weak

AC off since 16 h.
Pressure increased,
AHE vanished

AC field since 4 h
R/ Ry noisy.
Recovering of AHE

Pressure reduced. AC
stopped: AHE vanished.

Forced pressure reduction,
AC ON since 2 h.
AHE resumed

NO AC. Pressure increased.
R/ Ry stable; AHE absent

Forced pressure reduction.
AHE improved

AC seems NOT effective
to stimulate AHE without
HF component

AC ON, sometimes HF.
R/ Ry noisy

R/Ry decreasing. Absolute
value of local high
temperature (760°C) is

also important

AC ON, some spontaneous
HEF. Forced pressure
reduction. Combined effect
of higher temperature,

low pressure-AC excitation is
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Table 2 continued

#76
2043780

#77

76650
New file
260827,
11:27

#78

26480
New file
270819,
10:18

#79
37570

#30
89.1
116590

#81

174740

#82
195640

#383
204780

0.350

0.350

0.200

0.200

0.200

0.200

0.200

0.200

97.4
31.6,3.08

40.6;
20.1,2.02

40.5;
324,1.25

60.7;

40.1, 1.51

81.5;
47.0,1.73

81.2;
46.7,1.73

100.4;
52.2,1.92

101;
52.6,1.92

Ar= D2
~-air
146

fresh
440

Da,
480

Dy15

D326

Do+-air
34

Do+ air
75

Do+air
30

719
0.935
IL_S

336
0.906
IL_S

463
0.929
IL_S

580
0.959

720
0.971
IL_F
Osc.

691
0.964
IL_F

764
0.970
IL_F

808
0.981
IL_F

AC,290V
<l mA

AC,290V
1-2 mA

AC, 300 V
<0.5 mA
NO HF

AC, 290V
<0.6 mA

AC, 290V
0.3-1 mA

AC,290V
0.4 mA

AC,290V
0.2-1 mA

AC,290V
0.2-1 mA

+2.8

+1.8

+4.9

+115

+8.3

+13.0

+12.8

AC ON, leakage air intake.
AHE reduction (7.2-2.8)
because: pressure increasing,
lower AC, lower temperature

After vacuum, fresh Do

(380 mbar at RT).

Increasing of loading. Noisy.
Some AHE, although

low power and temperature.
Flux of Dy looks important

Re-activated V2. Slow
loading speed. No AHE,
although AC oscillation but
no HF components.
Pressure excessive and
temperature not sufficient
for AHE

Forced pressure reduction.
R/ Ry noisy: combined
effects with HT.

AHE resumed

Forced pressure reduction.
R/ Ry noisy and decreasing.
HT, low pressure, oscill.:
ingredients to get AHE

AC polarization started.
Leakage, air intake observed.
Reduction of

temperature decreases

AHE (11.5-8.3)

AC always active. R/ Ry
noisy and decreasing fast.
The AC keeps AHE
stable over time

Several pressure reduction
steps. AC always active.

R/ Ry noisy and decreasing.
Although air intake

AHE almost stable
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Table 2 continued

#84 0.200 100.3; Do+air 753 AC,290V  +11.2 Long duration measures.
257660 52.1,1.92 50 0.97 0.2-0.5 AC ON. Leakage and air
IL_F mA intake occurred. R/ Ry noisy
Osc. and decreasing. The
combined effect of high
temperature, AC oscillation
and sufficiently low pressure
overcome the deleterious
effect of air intake even
for long times (>14 h).
Last measurement before
ICCF22
Addendum
(1) After the ICCF22 conference we received enquiries whether we have a theory supporting the correlation be-
tween AHE occurrence and electron emission. Unfortunately to date we can only speculate that electron
emission may cause D+ ions in gaseous phase to move toward the surface of the Constantan wire, possi-
bly contributing to the D flux or inducing extreme localized gradients beneficial to the manifestation of AHE
(especially on the nanostructures present on the surface of the wire).
(2) The gamma source contains 10 g of 32Th in form of Thoriated Tungsten (i.e. electrodes used for TIG welding).

Thorium is dispersed at 2% concentration w/w in a matrix of W. The specific activity of 232Th is 4.07 x 103
Bg/g, mostly alpha and beta radiations. In addition there are several gamma, even at high energies (2614
keV), due to his decay products (>?8Ac, 22 Bi, 212Pb, 2!2Po, 2?4Ra, 2?8Ra, and 2°%T1). The tube were the
material is inserted is a 2 mm tick stainless steel tube, hermetically closed. In short, the measured gamma
activity, measured using just a simple Geiger Muller detector, is over 10 times larger of local background
(35-40 pRem/h). Moreover, a 3x3 inch Nal(T1) detector was successfully used to identify the 32Th gamma
peaks up to 2 MeV of energy.



J. Condensed Matter Nucl. Sci. 33 (2020) 74-80

Research Article

The Thermoneutral Potential in Electrochemical Calorimetry
for the Pd/D50O System

Melvin H. Miles*
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Abstract

The thermoneutral potential (Eyg) for any electrochemical reaction corresponds to the enthalpy change (A H) for that reaction. The
D20 electrolysis reaction produces an enthalpy change of AH = 294.600 J/mol of D2O which yields a thermoneutral potential
of By = —1.5267 V (—AH/2F). This thermoneutral potential will apply throughout a Pd/D20O calorimetric experiment except for
the first day or two where the loading of deuterium into the palladium cathode occurs. The changes in A H and Ey during loading
and their effect on measurements of excess power will be presented. It is concluded that the changes in Eyy during deuterium
loading do not explain the very early excess power measurements for Pd-B cathodes. Furthermore, boron may be a critical
component for the excess power effect in the palladium — D20 system.

© 2020 ISCMNS. All rights reserved. ISSN  2227-3123

Keywords: Boron, Deuterium, Electrochemistry, Enthalpy, Excess power, Loading, Palladium, Palladium—Boron alloys, Ther-
moneutral potential

1. Introduction

The loading of deuterium into palladium is an exothermic reaction that occurs readily up to a value of x = 0.6 (mol
D/mol Pd) as represented by the reaction

Pd + 0.3D5 — PdDg 6(AH = —35.10 kJ/mol Ds), (1)

which forms the beta phase of palladium deuteride. This value of AH = —35.10 kJ/mol D5 for PdDg ¢ was reported
by Balej and Divisek in 1990 [1] and confirmed by China Lake experiments [2]. Similar values of AH = —34.6
kJ/mol Dy were reported by Flanagan [3] and AH = —34.2 kJ/mol D5 by Sakamoto [4]. The value of AH = —35.10
kJ/mol D, will be used in this study.

It is confusing that this AH value is often expressed in various ways such as kJ/mol D and kJ/mol Pd. From
Eq. (1), AH = —35.10 kJ/mol Dy = —17.55 kJ/mol D = —10.53 kJ/mol Pd at = 0.6. This follows from 1 mol
D3 = 2 mol D and 1 mol Pd = 0.3 mol D5 for PdDy ¢ formation. More generally, 1 mol Pd = 0.5z mol D5 for PdD x

*E-mail: mhmiles1937 @ gmail.com.

(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123
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formation. The use of either kJ/mol Dy or kJ/mol D is convenient because A H is then constant over a range of D/Pd
from 0 to 0.6 [3,4]. At higher loadings, the magnitude of these exothermic enthalpies decline markedly with increasing
deuterium content [3,4].

Sakamoto [4] reports the equation for bulk Pd

AH (kJ/mol D) = 49.69 [D/Pd] — 50.75 )

for D contents in the range of 0.7 < x < 0.85 where x = mol D/mol Pd. Mathematically, this is a straight-line
equation, y = axz — b, where y = kJ/mol D, a = 49.69, b = 50.75 and z = mol D/mol Pd. Assuming this equation
applies over a wide range of x-values, then y = 0 at x = b/a = 1.021 and any higher loading would be endothermic.
Sakamoto reports a similar equation for studies of palladium in the form of a black powder where a = 41.89 and
b = 44.99 [5]. Therefore, y = 0 at x = 1.074. Fleischmann [6] postulated a new gamma-phase for Pd-D at high
loading where further loading would be endothermic (A H positive). Therefore, higher temperatures would favor
higher loadings leading to a positive feedback effect where the anomalous excess power would increase markedly with
the cell temperature. For the calculation of Fy at the beginning of a Pd/D,O calorimetric experiment, the value for
AH is needed for small x-values.

2. Determination of A H at Different Loadings

Publications by Balej, Flanagan and Sakamoto [1-3] all report that AH in mol/D or mol/Ds remains constant from
x = 0 to about x = 0.6. This seems logical because each increment of D involves the same reaction with the
palladium. One can use either —35.10 kJ/mol Dy or —17.55 kJ/mol D over this x range. However, the value for
kJ/mol Pd will depend on the extent of loading. For deuterium loadings greater than about 0.6 mol D/mol Pd, then
Sakamoto’s equation (2) can be used. The results for AH at various values of x are given in Table 1. The results for
kJ/mol D5 are displayed in graphical form in Fig. 1.

Note that Sakamoto’s equation (2) is in the form of a straight line as shown in Fig. 1, where the y-intercept is at
x = 1.021 and further loading would be an endothermic process. This straight line equation gives y = —35.10 kJ/mol
Dy at x = 0.6681. Further loading then becomes more difficult and less exothermic in a linear fashion. Figure 1
appears to be an accurate display of how AH (kJ/mol D3) changes during deuterium loading and gives a reasonable
merging of the Sakamoto’s results for high loadings with results for lower x-values.

Table 1. The values for AH at various deuterium loadings.

x (mol D/mol Pd) kJ/mol D (y)  kJ/mol D2 (2y)  kJ/mol Pd (xy)
0.01 -17.55 -35.10 -0.1755
0.10 -17.55 -35.10 -1.7550
0.20 -17.55 -35.10 -3.5100
0.30 -17.55 -35.10 -5.2650
0.40 -17.55 -35.10 —7.0200
0.50 -17.55 -35.10 -8.7750
0.60 -17.55 -35.10 —-10.5300
Sakomoto, Eq. (2)

0.60 -20.94 —41.88 -12.56
0.70 -15.97 -31.94 -11.18
0.80 -11.00 -22.00 -8.80
0.90 -6.03 -12.06 -5.43
1.00 -1.06 -2.12 -1.06

1.10 +3.91 +7.82 +4.30
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Figure 1. The enthalpy change (kJ/mol D2) versus x (mol D/mol Pd) for the formation of PdD x .

Table 1 results for kJ/mol Pd are shown in Fig. 2 for various x-values. The magnitude of A H per mole of palladium
increases linearly with the loading between z = 0 and = = 0.6681 and then decreases at higher loadings.

At lower x-values, AH (kJ/mol Pd) = x(—17.55 kJ/mol D) and at high loadings, Sakamoto’s equation yields A H
(kJ/mol Pd) = x (kJ/mol D) = ax? — bx. Mathematically, this is the equation for a parabola (z = zy = ax? — bx)
where z = 0 at x = 0 and at x = b/a = 1.021. The largest magnitude for AH is given by dz/dz = 2ax —b =0
where © = b/2a = 0.5107 and AH = —12.96 kJ/mol Pd. Based on Table 1 and Figs. 1 and 2, the thermoneutral
potential can be calculated at any value of x for the Pd — D2O system. Figure 2 shows that kJ/mol Pd = 0 atx = 0

Figure 2

ki/mol Pd
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-12
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Figure 2. The enthalpy change for PdD x formation in units of kJ/mol Pd for various x-values.
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because there would be no reaction with deuterium. However, this makes both kJ/mol Dy and kJ/mol D indeterminate
(0/0) at x = 0. This simply means that there is zero enthalpy production for palladium when no deuterium is available.

3. The Thermoneutral Potential for Pd/D-O Electrolysis

For the initial electrolysis of DoO on Day 1 assuming that all of the Ds generated is used for the palladium loading,
the net reaction can be expressed as

Pd + 0.3D50 — PdDg g + 0.150,. 3)

The enthalpy change is then AH (kJ/mol Pd) = AH¢ (PdDgg) — 0.3AH; (D20O). Therefore, AH (kJ/mol Pd) =
—10.530 — 0.3(—294.600) = +77.850 kJ and Ey = —AH/0.6 F = —1.3448 V. A similar thermoneutral potential of

FEy = —1.336 V during the initial reaction period has been previously reported [7]. If the same calculation is carried
out for the very early electrolysis period where z = 0.01, then the reaction is expressed by
Pd + 0.0056D20 — PdDO0.01 + 0.00250,. 4

This gives AH = —0.1755 — 0.005(—294.600) = 1.2975 kJ/mol Pd and Ey = —AH/0.01 F = —1.3448 V (the
same Epp value). The thermoneutral potential is defined as the cell potential where no heat is given off and no heat is
absorbed from the surroundings.

Assuming 100% of D5 produced by electrolysis is used for palladium loading, then Ef; remains equal to —1.3448 V

for any x-value up to the formation of PdDg ¢. This is because AH = —35.10 kJ/mol D5 remains constant for the
initial formation of PdD x (see Table 1). If 'y = —1.5267 V is used for this initial loading, then the maximum excess
power due to the deuterium loading is given by Eq. (5).

Px = (1.5267 — 1.3448)1. @)

This equation is correct as long as 100% of the D is used for loading rather than exiting the cell. This is more likely
to be correct when small cell currents are used initially.

For the Pd-B studies reported previously [8,9] using a current of I = 0.1500 A, then the maximum early excess
power due to the loading would be Px = 0.0273 W or 27.3 mW from Eq. (5). This is the same maximum excess
power as calculated by other methods [9]. Therefore, the early excess power exceeding 27.3 mW reported for the
Pd-0.5B experiment [9] cannot be explained by any change in the thermoneutral potential. The previous report of
FEy = 0.9204 V during the deuterium loading [9] was a calculation error due to the use of —35.10 kJ/mol D5 in
reaction (3) rather than the correct value of —10.53 kJ/mol Pd. These errors are frequent in the literature where incorrect
units are used in AH calculations for the Pd-D system. For the 100% use of Dy for loading, Fy = —1.3448 V
during this loading process. The magnitude for F/;; cannot be less than this value during D, O electrolysis. The use of
Eq. (5) provides a simple method of calculating the maximum excess power expected due to the exothermic reaction of
deuterium with palladium to form PdD x at any cell current used. The Pd—B experiments produce excess power effects
that significantly exceeded the maximum values expected for the deuterium loading process [8,9]. The explanation for
this very early excess power for Pd—B cathodes remains unknown. Most chemical reactions of boron with deuterium
would be endothermic and not a source for excess heat.

4. Applications for Electrochemical Calorimetry

After the first day or two of electrolysis in D2O using a palladium cathode, the palladium is essentially loaded with
deuterium to give PdD x where z = 0.6 or higher. The electrolysis reaction then becomes

1
DQO — D2 + 502, (6)
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where AH = 294,600 J/mol and Fy = —AH/2F = —1.5267 V. There is no change expected in Ey for the rest of
an experiment. Small increases or decreases in the loading may occur over time, but these are insignificant compared
to Reaction (6). The thermoneutral potential (Fy) provides a simple method for determining the rate of chemical
enthalpy (EglI) carried outside an open calorimetric cell by the D5 and Os electrolysis gases [2,7,8].

The best way to analyze the initial electrolysis period is to follow Fleischmann’s method [8] and simply use
Ey = —1.5267 V. The excess power (Px) due to loading cannot be larger than that expressed by Eq. (5) which
assumes that 100% of the D5 generated reacts with palladium rather than exiting the cell. Accurate measurements of
excess power during the initial loading would require measurements over time of the fraction of Do that reacts with
palladium. For the H2O electrolysis system, Storms [10] reports that this fraction is initially near 100% but declines
steadily with time to near zero after 6 or 7 h of electrolysis at [ = 0.1 A.

The Fleischmann—Pons Dewar glass cell used in Japan [8] permitted the direct observation of Dy gas evolution
from the Pd—0.5B cathode using I = 0.150 A. Initially, there was only a slight gas evolution from the cathode (about
5% of expected). Even after 98 min, the gas evolution at the cathode was still very small indicating that most of Dy
generated was being used for loading. It was not until 220 min that vigorous gassing was observed at the Pd-0.5B
cathode. Assuming that 100% of the cell current (0.150 A) was used for deuterium loading, it would require 254 min
to load this Pd-0.5B cathode (V = 0.350 cm®) to give = 0.6 mol D/mol Pd.

Interest in this initial electrolysis period stems from the experiment in Japan [8] and another in the US [9] using
this same Pd—0.5B alloy cathode (0.5 wt.% B) prepared by Dr. Imam at the Naval Research Laboratory (NRL). Both
experiments gave significant excess power effects during the first day of electrolysis using DoO + LiOD electrolytes
[8,9]. The early excess power results for the Ridgecrest, California experiments [9] are presented in Fig. 3.

Note that the experimental excess power immediately exceeds the expected Py = 27.3 mW (dash lines) due to
loading and reaches a peak of 118 mW at 8 min. The excess power remains significantly higher than expected based
on Eq. (5) for several hours. A discussion of the calorimetry used in this experiment has been reported elsewhere [11].
The excess power later decreased to zero for Days 2 and 3 [11] before again increasing up to 36 mW at Day 10. Much
larger excess power effects near 10 W were observed during a boil-off of the D5O in the Japan experiment [8].
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Figure 3. Early excess power for a Pd—0.5 B rod (0.47 x 2.01 cm). The peak excess power was 118 mW at 8 min. The dashed line shows the
maximum excess power expected for 100% deuterium loading at the cell current of I = 0.150 A.
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The very early excess power is quite unusual for the Pd/D,O electrolysis system because most calorimetric ex-
periments using palladium cathodes require weeks or even month of electrolysis before any significant excess power
effects are observed [2]. The addition of small amounts of boron to the palladium must have some major unknown
effect for the excess power. A previous explanation involving the thermoneutral potential does not appear to be correct
[9]. The initial formation of the a-phase for PAD x where x is less than 0.017 also fails as an explanation of the early
excess power effect for this Pd—0.5 B electrode.

Is boron a critical component for the palladium in these experiments which takes a long time to be transferred
from the Pyrex glass cell in an LiOD electrolyte to the palladium in most calorimetric Pd/D5O experiments? Perhaps,
most Pd/D50O experiments fail to produce any excess power effects due to the lack of sufficient electrolysis time for
the boron transfer from the glass cell or even due to the lack of a boron source in a cell not made of glass. The use
of an LiOD electrolyte and its attack on the glass over time likely facilitates this boron transfer. Some results have
suggested a nuclear fusion process involving boron as the source for the excess heat [12]. Seven of eight Pd—B cathodes
previously investigated produced excess enthalpy [2,9]. It should be noted that a Pd-B cathode that produced excess
power at the China Lake Navy laboratory was one of 18 experiments that produced both excess power and helium-4
[2,13,14]. It is an experimental fact, however, that most studies of the Pd-D>O system do not produce any excess
power effects [2,15]. This suggests that certain impurities such as boron may be essential in palladium cathodes for
the electrochemical excess power effects using D,O + LiOD electrolytes.

5. Summary

The value of the enthalpy change for D5O electrolysis to form PdD x remains constant at AH = —35.10 kJ/mol Dg
(or —17.55 kJ/mol D) during the deuterium loading up to about x = 0.6. The value for AH then sharply declines
in magnitude for > 0.7 and even becomes endothermic near z = 1.0. The thermoneutral potential (Ey) for DO
electrolysis is normally Eyy = —1.5267 V but it may decrease in magnitude somewhat during the initial deuterium
loading to By = —1.3448 V. The maximum excess power (Px ) due to the exothermic reaction of deuterium with
palladium to form PdDy is given by Px = (1.5267 — 1.3448)I, where [ is the cell current in amps. This effect does
not explain the early excess power exceeding 100 mW using Pd—B cathodes. It is postulated that boron may be a
critical component for excess power in the Pd-D5O system. The role of boron in producing the excess power effect
remains unknown.
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Active LANR Systems Emit a 327.37 MHz Maser Line

Mitchell R. Swartz*
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Abstract

Active LANR systems, both aqueous and dry preloaded nanomaterials, emit very narrow bandwidth radio frequency (RF) hyperfine
emission peaks (ca. 327.37 MHz) very close to the Deuterium Line (DL). In a Fabry—Perot structure, two electrically driven PdD—
ZrO» preloaded components produce a solid state DL maser when driven above a threshold voltage, and below their electrical
avalanche breakdown voltage. When the systems are electrically driven at higher applied voltage, a superhyperfine structure of
sidebands appears with significant local in situ information. The RF emission proves that D is the LANR fuel and demonstrates that
the deuteron, in the excited pre—4He state, is a free radical emitting from an FCC vacancy.

(© 2020 ISCMNS. All rights reserved. ISSN 2227-3123
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1. Introduction — D-Line Maser Emission from Active CF/LANR Components

Active lattice assisted nuclear reaction (LANR) systems, both aqueous and dry nanomaterial, emit very narrow band-
width radiofrequency (RF) emission peaks (ca. 327.37 MHz), in the Deuterium-line (“DL”; 327.348 MHz) region.
Figure 1 shows a very narrow bandwidth RF) emission peak (Q > 1.2 x 10%) from a preloaded ZrO,PdD NANOR®-
type LANR component [1-12] operated below its avalanche voltage in a well-grounded resonant Fabry—Perot chamber.
Maser activity is seen by the bright curved line.

In Fig. 1, emission occurred immediately after electrical drive (bottom left); followed by an exponential-like drift
of the frequency to a slightly lower, more stabilized, monochromatic frequency. The high-Q (ultra-narrow bandwidth)
and positive Zeeman response of the emitted radiation (Fig. 1) is consistent with maser activity, and only appeared
when the components were in their active electrically driven state. The other lines are from a variety of signals
commonly observable, mainly military and cosmic. The RF CF/LANR maser line is 1-4 dB greater in intensity then
all of the others lines.

The LANR active state’s emission creates a new method to observe LANR systems. It also gives possible further
information about LANR’s difficult-to-attain most desired mode because higher applied voltages have revealed super-
hyperfine structure (hyperfine sidebands). Most importantly, the D-line emission frequency of these observations also

*Mitchell R. Swartz ScD, MD, EE, ACIER, E-mail: drswartz@nanortech.com.

(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123
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Figure 1. Software defined radio identification of LANR hyperfine line maser emission. In this dual graph, there are two regions; in both, the
frequency increases from left to right. The upper portion shows RF intensity peaks as a function of frequency (horizontal) at a single moment in
time. On the bottom, each peak appears as a dot on a horizontal line for each one moment in time. Time increases from top to bottom, as in a
waterfall. The DL RF CF/LANR maser emission line is indicated in both portions of the display.

confirms the role of deuterium in LANR [13,14]. Analysis of the nearest neighbor resonance of those superhyperfine
emission peaks has revealed the nature of the LANR active site (a face center cubic (FCC) vacancy), and with posi-
tional lattice changes around the active site during the active mode. D-loaded active nickel is far more complex. This
confirms the prediction (ICCF-4 [15]) which also relates to the mechanism of fuel entering the active site. Using the
known stereoconstellations, the analyses indicate a possible loss of coordination number (CN) from, and a new inter-
action with a paramagnetic ion causing an apparent change in magnetic properties of, the fourth and second closest
neighbors, respectively. It also identifies connections between the loaded deuterons [13].

2. Background
2.1. Hyperfine emission in radioastronomy

This effort links CF/LANR with the tools and methods of the science of radioastronomy, which studies the universe
by measuring radiofrequency emissions from several MHz to the far infrared [16]. Historically, the field of radioas-
tronomy began in the 1930s when a daily hissing sound was heard on radios. By the 1940s, Jan Oort recognized the
importance of these astronomical radio frequency (RF) emission lines [17]. Although study of deuterium came later,
in 1944, Hendrik van de Hulst predicted that neutral hydrogen could be detected at 1420.4058 MHz [18], the hydrogen
line (HL) was thereafter first detected in 1951 by Ewen and Purcell [19]. The impact is that the hydrogen hyperfine
line (HL) emission at 1.4 GHz and the 327 MHz hyperfine line of the deuteron (DL) radically changed astronomy by
making objects — unseen by conventional optical telescopes — become visible (Fig. 2), and by even enabling the deter-
mination of some of the galactic distributions and concentrations of H and D. Those determinations were only possible
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Figure 2. DL and HL observations improve galactic understanding.

because fortunately, the 21 cm line (1.42 GHz in the L band) is in the “microwave window” and passes through the
Earth’s atmosphere.

Together, the HL. and DL have provided understanding of the matter distribution through the known universe
(Fig. 2) — providing information from post-Big Bang times just after recombination through reionization to the present.
These are a few of the findings. First, examinations of the incoming HL and DL have revealed that hydrogen atoms
are NOT uniformly distributed throughout the galaxy (although they were much more homogeneous 13.6 billion years
ago). After 1952 the first maps of the neutral hydrogen in the Milky Way Galaxy were made, and these revealed for
the first time the beautiful spiral structure of our galaxy. The HL has even revealed, by Doppler shift (ca. 200 MHz to
9 MHz), the relative speed and rotation of each arm.

As an example of the time-scanning power of this technique, after deuterium was discovered in space, its semi-
quantitative levels were sought to determine the local photon to baryon ratio and the cosmological baryon density, thus
giving a further peek into the “dark ages”. As another example of the sensitivity of this technique, deuterium hyperfine
line investigations have also indicated an upper limit for D/H and 8 x 10~° [20]. This was much higher than both UV
and optical measurements of ~ 2 x 107° [21]. This difference is important and reflects the facts that the isotope shift
of the astronomical optical lines of D and H is too small for precise measurements, and that the optical lines do not
reflect all of the H and D content. Therefore, the DL and HL are used instead (0.327 and 1.42 GHz) showing another
importance of DL and HL in astronomy [16].

In radioastronomy, DL and HL observations have greatly improved human understanding of the extent, and inter-
actions of galaxies, both now and back to a few hundred thousand years after the Big Bang. They make the invisible
visible. Two galaxies are shown above. For each, the optical image is on the left. The HL image on the right reveals
the interactions of groups of matter in a fashion, impossible to see by conventional stellar light and optical telescopes.
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2.2. Hyperfine emission from free radical hydrogen

The word deuterium indicates the deuteron has positive charge, but it is a charge neutral free radical (with an unpaired
electron). Deuterium is light enough that isospin is a good symmetry. The proton and neutron are both fermions, and
a state containing two of them must be antisymmetric under exchange. The nuclear spin results from the fact that
the proton and neutron interact by strong force. Because parallel electric currents attract, the parallel magnetic dipole
moments (i.e. with antiparallel spins) has the lowest energy. This creates two states at two different energy levels and
that is what actually emits the detected RF signal(s). Two closely spaced energy levels in the ground state (1s) of the
heavy hydrogen atom result. The transition in H has an energy difference of 5.87433 ueV (D has 1.3528 peV). The
difference is a photon at 1420 MHz for hydrogen and 327.348 MHz for deuterium.

Precisely, characteristic, identifying, RF emissions of atomic hydrogen including DL emission at 327 MHz results
from energy transitions within the hyperfine structure (Fig. 3). The energy states result from the interaction between
the deuteron’s electron’s spin and its own nuclear spin. Figure 3 shows the analysis for the more commonly examined
hydrogen free radical.

Bnn
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Figure 3. Origin of the Hl and DL RF hyperfine spectra. This schematic figure of a free radical (atomic) hydrogen atom and corresponding energy
diagram show the origin of the HL and DL RF hyperfine structure. The left portion shows the atomic orientation of the nuclear and electron magnetic
spins, which can be either in parallel or antiparallel magnetic states. The right portion shows the energy level differences of those two states. The
difference is a photon at 1420 MHz for hydrogen and 327.348 MHz for deuterium.
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2.3. Long emission times herald narrow bandwidth

Because atomic deuterium and atomic hydrogen have no electric moment, the energy transition between the two states,
shown in Fig. 3, is highly forbidden; meaning that there is an extremely small transition rate of ~ 2.9 x 10715 /s, which
correlates to a mean lifetime of the excited state of ca. 10 million years. Simply put, a spontaneous transition between
these states does not normally occur on Earth — unless induced using a hydrogen maser. But it is observed in astronomy.
As a corollary, because of the long mean lifetime, the line has an extremely small natural width. Broadening, therefore,
is due to Doppler shifts. There is also significant shift of the main signal due to relativistic Doppler shifts from very
far away galaxies emitting at times up to about 13.8 billion years ago.

3. Experimental Materials
3.1. Overview

There were three active electrically driven LANR systems tested. The aqueous Ni—ordinary water system and two
different solid state preloaded ZrO,—PdNiD nanomaterial components. The maser RF outputs, and the one from the
aqueous nickel system in the active CF/LANR state, each show significant operating significance from these new RF
findings. As discussed below, and in detail in [13,14]. The data were examined to determine what type of loaded
Group VIII lattice structure would produce the observed superhyperfine sideband structure. This is shown for an active
XSH-producing aqueous nickel LANR system and for two dry preloaded palladium zirconia CF/LANR components
(NANOR® type) [1-121.

It is important to recognize and to control the two different electrically driven modes for both aqueous and nanos-
tructured CF/LANR systems. Only one state is the active, desired, excess heat (XSH)-producing state “mode”. This
was demonstrated by presenting calorimetry and other measurements of both modes during a single run, and by con-
firmation using CMORE spectroscopy. It is fortunate that LANR systems, when active, have distinct calorimetric and
CMORE antiStokes-XSH linked signatures, because it explains why some CF/LANR systems fail to create XSH, and
reveals unwanted reactions, XSH-quenching reactions and pathways [24].

3.2. Aqueous nickel LANR system

Our first recent set of experimental RF surveys began with preliminary amateur radio and LANR investigations that
examined and resolved, for the first time, the apparent absence of HL and presence of DL emissions from the MOAC
(“Mother of all Cathodes”) LANR (ordinary water) aqueous system electrically driven during its active mode [22-24].
The MOAC cell has a 3 1 capacity with a cathode weighing 2.132 kg (#46 hard drawn smooth nickel wire with an area
of ca. 240,000 cm?). The electrolyte was a dilute carbonate solution in laboratory distilled deionized “ordinary” water.
For the calorimetry, calibration was determined by ohmic controls and other methods, as discussed elsewhere [25-37].
Careful results have revealed a loss of deuterium (more precisely, “deuterons”) from ordinary water when excess heat
is observed [23]. The exit gas, from the enclosed electrolytic cell, had an HD/H; isotopic ratio (3/2 ratio) which was
significantly less than originally. When using V' * I as electrical input power, the maximum incremental power gain
was ~ 4 times electrical input; this occurred at lower electrical input power. The maximum excess power was ca. 5 W.

3.3. Dry ZrOs—PdNiD NANOR® -type components

The second investigations were a set of experiments looking for possible RF output, and then solid-state LANR maser
action at 327.7 MHz (such as in Fig. 1) resulting from electrically driving ZrO;PdD preloaded NANOR®-type
LANR components [1-12], carefully below their avalanche voltage [10,24] when excess heat is known to cease.
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This new generation of CF/LANR quantum electronic devices have at their core nanostructured ZrO,—PdNiD, and
exhibit considerable energy gain. These important novel devices feature two terminals with a cylindrical shape and
active CF/LANR core and self-contained superior handling properties enabling portability and transportability. Most
importantly, the activation of the cold fusion/lattice assisted nuclear reaction is, for the first time, separated from
loading. These NAN OR® -type preloaded components are dry, sealed into an electrically conductive (high impedance)
configuration. Thus, they are potentially incredibly very useful and have demonstrated a more reproducible CF/LANR
behavior.

The two terminal component, after the component is placed in a holder, is positioned to fix and maintain the
orientation, while holding the connecting cables and component connectors safely and reliably. The dry, preloaded
nanocomposite components have at their core ZrO,—PdD nanostructured material. They are smaller than 2 cm length,
with 30-200 mg of active LANR material. Although small in size, the LANR excess power density is more than 19,500
W/kg of nanostructured material. The small, preloaded, dry components have enabled the way to higher instantaneous
power gain, total energy gain, imaging, emissions, open demonstrations, and a better understanding of the impact of
applied magnetic fields, and electrical transconduction [1-12].

One nanostructured material is ZrOs—(Pd Ni D) with Zr (65%), Ni (30%), and Pd (5%) by weight. However,
generally speaking several types of ZrO,—(Pd,Ni;_,), with D addition can be used. The ratios are chosen for those
which absorb the greatest amount of deuterium or hydrogen gas and greatest effect, and those which create the greatest
desired effects. For simplicity in description, after loading, all of these nanostructured materials in the core will
henceforth simply be referred to as ZrO,—PdD, ZrO,—NiHD, and ZrO,—PdNiD. These are the symbols used below
even though the actual variation of composition in the nanostructured material in the core can vary considerably. The
nanostructured material has a composite distribution of nanostructured ferromagnetic “islands” separated among a vast
dielectric zirconia “ocean”. The dielectric zirconia embeds uncountable numbers of nanostructured metal ternary alloy
islands of the material containing now NiPdD. The appearance is like a chocolate chip cookie on the nanoscale. The
“chips” are hydrided palladium nickel metallic alloy embedded in a zirconium oxide dielectric matrix (“cookie”). The
ZrOo—(Pd Ni)D is prepared in a complicated process that begins by oxidizing a mixture of zirconium oxide surrounding
metallic palladium, nickel, or Pd—Ni islands. The desired nanostructure islands of NiPdD have characteristic widths of
5-20 nm size. This nanostructure size is selected because it can react cooperatively, generating large amplitude, low
frequency oscillations. These size structures tend to be Raman active, with the islands having anharmonic terahertz
vibrations [11,12,22]. Furthermore, the storage capacity decreases rapidly when the nanostructure size is greater 30
nm. It is not unreasonable to see rapid drop off in LANR success if sizes are larger than 30 nm. The vibrations of
nanostructured materials are very important for activity. Attention is directed to the fact that palladium as one of the
elements within the zirconia nanostructured material. Other types of materials can also be used. All of them involve
the solubility of D and H in palladium and less so in nickel and the other active metals and alloys.

Our previous studies and reports have been directed to both avoiding the avalanche voltage and approaching the
optimal operating point (OOP) of the system [37]. Most importantly, we have demonstrated that several electrical
transconduction states exist, but that only one is active, desired, and capable of producing “excess heat” [10,24].
The other is DEAD, with no desired excess heat. Beyond the region of electrical avalanche, the previously active
preloaded LANR quantum electronic components give a thermal output similar to a standard ohmic control (a carbon
composition resistor). Despite driving at higher input electrical power, on other side of the electrical avalanche, these
NANOR®—type components act as little more than electrical resistors which — when in electrical avalanche mode- are
conventionally dissipative, not over-unity, and therefore are functionally “dead” with respect to producing excess heat.

The activated loaded nanomaterial package (i.e. called an NANOR® -type component which is a working LANR
device in its active electrically driven mode) can be monitored by several methods for verifiable scientific data. Com-
pared to the 2003 LANR open demonstration at MIT, the second open demonstration at MIT in 2012, for several
months using these components featured a more complicated calorimeter shown at the MIT RLE laboratory. It had
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additional monitoring diagnostics for improved verification, such as the measurement of heat flow, to thereby provide
for three independent ways of monitoring excess heat semiquantitatively compared to a thermal ohmic control. Like its
2003 (ICCF-10) predecessor demonstration at MIT, this preloaded NANORY -type LANR device also showed excess
energy and also obvious improvements of size, response time, diagnostics, and total output energy (energy gain 14.1
in 2012 vs. an energy gain ~ 2.7 in 2003 [27,30]).

3.4. Experimental methods — overview

There are multiple parts and systems for inducing, controlling, detecting, analyzing, and presenting the data, including
the CF/LANR superhyperfine structure. First, the RF emissions are collected. Second, they are examined as a function
of frequency, electric drive state, using ohmic and other controls. Third, finally, the data is examined, including to
determine what type of loaded D-loaded Group VIII lattices produce the observed superhyperfine sideband structure.
Figure 4 shows in a schematic block diagram the arrangement for inducing and then detecting the RF emissions. The
examination focuses on a material containing a free radical which emits radiofrequency (RF) photons.

Beginning in the top left, it shows the electrical driving system, used to activate a MOAC-type, PHUSOR®-type or
NANOR®:-type component to its active, excess heat-producing state, the resonant enclosure box, antenna, transmission
lines, ferrites, signal generator, low noise amplifier (LNA), receiver, calibration equipment, computation system and
imaging output. Also identified are the transmission lines which can insert very serious line loss, and the very relevant
standing wave ratios (SWR) which must be adjusted for an impedance match, if the subsequent computation and
analysis are to work.

The figure shows a block diagram representation for the CF/LANR emitter, the antenna, the line feeds and transmis-
sion lines (including serious line loss), the ferrites, the control signal generator, the GaAs FET (field effect transistor)
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amplifier, the most relevant standing wave ratio (SWR) points to match, computation and software defined (digital
scanning) receiver (SDR).

3.5. Emission, driving the emitted

As presented below, there are two types of active sites in the active XSH-producing aqueous nickel CF/LANR system
(MOAC type), and for two dry preloaded palladium zirconia CF/LANR components (NANOR®-type component)
examined. In order to get emissions, the sample comprises a means to electrically drive the free radical, which is
capable of achieving an excited state and, in the appropriate conditions as taught herein, releasing a radiofrequency
photon. This emitted photon is characterized by a specific wavelength which is the DL. To achieve this, the free radical
is located in a nanostructured a component containing a ZrO,—PdD preloaded nanostructured material. It is in a two
terminal component which is used to couple it, and the material within it, to an external electrical power source.

The circuit must be built very carefully using platforms that have insulation resistance that are very high. Some
exceptional NANOR®—type components have electrical resistances up to 30 Gf2, so conventional circuit boards have
been out of the question. An Arduino micoprocessor and associated sketch are used. In constant driving systems, the
complete activator and driver consists of a power supply. That driver consists of a power supply run by a programmable
controlled-microprocessor (such as an Arduino, itself controlled by a sketch design either evaluate the LANR material
or to also exploit the LANR material (“evaluation sketch” or “exploiter sketch”). The Arduino Uno (designed at MIT’s
Media Lab) can be obtained and a pulse wave modulated (PWM) Arduino Uno microcomputer can be used with
paired MOSFET drivers on the controller board (one for the ohmic control). MOSFET drivers include UCC27424,
MIC4422YN, and MCP1407. Schottkey diodes, such as IN5817, can be put across the MOSFET for protection, if not
already built in. MOSFETS can be equivalent be substituted for by photoFETSs, which are more advanced MOSFETs.
Similar to a Panasonic solid state relay (AQV258). This Photo FET is a 20 mA, 1500 V switch. As an alternative, to
have less loss (due to resistance across the switch), if the NANOR® has low enough electrical resistance, a Panasonic
Solid State Relay (AQV254) 150 mA, 400 V, switch can be used. To double check, drive the reactions through pairs of
electrodes using a controlled electric current source, and a Keithley 225 at low input, with 1% accuracy. Electrical
voltage sources might included HP/Harrison 6525A for transsample potentials up to 3000 V (~ +0.5% accuracy).

Electrically, the response of the component, and similar nanomaterials, is even more complex. The zirconia dielec-
tric matrix is insulating at low voltage and keeps the nanoscale metal islands electrically separated. It also prevents
the aggregation of the islands. Each nanostructured island acts as a short circuit elements during electrical discharge.
These allow deuterons to form a hyperdense state in each island, where the deuterons are able to be sufficiently close
together. In addition, the nanomaterial lattice of Pd is expanded by Zr, and also, but less so, by the H and D.

3.6. Detection and transmission

Beginning with the detection of the RF signal, the signal emitted by the material is received first by an antenna, and
then a receiver to measure the intensity of emission, and range of frequencies of the photons. Hence, connecting the
two is done by a transmission line used to coupling the antenna to the receiver. The signals are weak, and therefore
the antenna is made with an aperture as large as possible, and the collection is for as long a time as possible because
one key to success is time. The sensitivity of this detection system (SNR) is proportional to A x +/f , where A is the
antenna’s collecting area, and ¢ is the integration time. What is not explicitly shown in Fig. 1, but is therefore quite
important, is that the data is meticulously collected over several minutes to hours, as it is integrated/analyzed over time
and as a function of frequency.

Current investigations use one of three antennae: reflector, Yagi, and a convenient “duck” antenna system. Only
the latter fits easily into the resonance chamber. The “duck” is a “normal-mode helix”” which is an enclosed wire helix.
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Figure 5. Antenna feed line loss as a function of frequency for various cables.

This type of antenna is 4-15% of a wavelength long. It’s name came from the US Secret Service after its naming
“rubber ducky” by the former first daughter Caroline Kennedy. This is electrically a very short quarter-wave antenna
which is capacitive and the matching inductor is moved from base to be part of the antenna itself. Its current distribution
is not sinusoidal unlike a dipole, but it has a high-@) factor (narrow bandwidth) with use over a wide frequency range
of 100-500 MHz. The best designs have ~ 50 ) impedance at the feed-point.

For this to work, transmission lines must be closely examined. Alhough often ignored, the antenna feed line loss
was significant and had to be addressed for this iteration of experimental runs. In addition, the use of military grade
coax (CNT400) decreased the transmission line loss by +90 dB per standardized length over RG58U (Fig. 5).
(http://cablexperts.com/cfdocs/tech_data.cfm?BSKT=0&USA _ship=1#AttenuationChart) [38].

There must be a matching of the SWR to 2-3. When supplied and conventional antennae were checked by the use
of antenna analyzers, it was found important to decrease the SWR (from ca. >20 for some) to ~ 2-3. The inclusion of
a low noise amplifier enabled an additional ~ 20 dB gain. Copious ferrites are used to minimize shield currents and
RF interference (RFI) near active equipment.

The receiver is a software defined radio (SDR). SDR receivers (RTL-brand and the like) were used because of
their high dynamic range, high bandpass stability, and excellent out-of-band rejection. The images shown are dynamic
gradient with time markers on the left-hand side. The sample rate was 3.2 million samples per second (MSPS). Upper
sideband (USB) was used to minimize imaging. Resolution was the highest achievable with a Blackman—Harris 4
window, although Bo Gardmark [39] suggests using Hann or Hamming windows for improved SNR along with a
ADS8317 log detector. The radio, or software defined radio, is capable of separating the received signal, or signals,
received by the antenna. It functionally acts as a computation system to derive the Fourier transform of the signal.
Other transforms can be used, but the frequency (Fourier) system is preferred.

Figures 1, 8—17 are based on what were first received by said receiver. Two types of images are shown in the
figures. In one type, an instantaneous emission result is shown, with the frequency increasing from left to right. There,
the RF intensity is shown as a function of frequency (horizontal). This is a single moment in time. The vertical axis
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is relative intensity, in dB. In the second type, usually on the bottom of many figures, each peak appears as a dot on
a line for each one moment in time, and time increases from top to bottom, as in a waterfall; after which the display
type is named. The images shown are dynamic gradient with time markers on the left hand side in each case, with
the data extending over a fraction of an hour. The brightness, or color, is qualitatively associated with the intensity
of the signal. The sample rate was 3.2 MSPS. The USB was used to minimize imaging. Resolution was the highest
achievable with a Blackman—Harris 4, Hann or Hamming window for improved SNR.

In Fig. 5, antenna feed line loss is shown as a function of frequency for various cables. The use of military
grade coax (CNT400) decreased the transmission line loss by +90 dB, as shown, over RG58U. The RG58U relative
attenuation line is at the origin (flat upper portion of the arrows in the figure) of the two arrows.

3.7. Analysis: calorimetry

The PHUSOR®-type, NANOR® -type, and MOAC components were extensively examined by calorimetry and elec-
trical conduction to observe their active states thereby avoiding the inactive/electrical avalanches in the dry components
[4], and Hs exhaust in the aqueous ones [24]. In each of these cases, measurements were taken by at least one or more
of three methods. Most importantly, for good, calibrated measurement, the electrically driven active components were
compared to an ohmic control. Then, calorimetry and input-power-normalized delta-7" are used to semiquantitatively
ascertain energy produced, and infer specific activity.

Specifically, first, the energy produced is instantaneously and kinematically determined by the ratio of the input
power normalized temperature increase, called by the symbol “delta T/P,,” referring to the increase of temperature
(delta T'), divided by the input electrical power (P, ). Second, it is instantaneously and kinematically evaulated over a
wide area by the ratio of the input power normalized heat flow leaving it, called by the symbol “HF/P,,” referring to
the heat flow (HF) divided by the input electrical power (P;,). Third, it is examined by calorimetry, calibrated by the
thermal ohmic control, and confirmed by long-term time integration. These three methods of verification are pooled to
derived very useful information.

As one example, a working NANOR®-type device containing active preloaded LANR material was shown_at
MIT during the months of January 30 through March 2012 [3]. The excess heat, which this preloaded NANOR®.
type LANR device demonstrated, was monitored three ways by class members. The duty cycle was split with control
sequences and an ohmic control portion. A carefully controlled electrical DC pulse was applied into an ohmic resistor
which was used to thermally calibrate the calorimeter. The dry preloaded LANR component was able to generate
excess energy (clean efficient energy production, which is a matter of incredibly important utility) and to convert
conventional thermometry into more useful calorimetry to observe and monitor it. The preloaded NANORY -type
LANR device demonstrated an average energy gain (COP) of ~ 14 x (~ 1412%) the input for a duration of several
hours that it was observed (and levels of that order continued). The semiquantitatively measured output energy IS a
significant energy gain which has always been a goal post for cold fusion, and beyond the realm for hot fusion on Earth
by engineering means.

This demonstration was an improvement of incremental power gain over the previous open demonstration of the
PHUSOR® -type LANR devices including BOTH at MIT and when he later developed larger systems (ca. 2004-2006
involving paired Stirling engines driven by LANR systems which showed 19 W of excess power [1,29,30].

3.8. Analysis: coherent Raman scattering

Classical Raman spectroscopy involves the inelastic scattering of light which generates new frequencies which result
from the interaction of light the irradiated matter [40]. Raman—Stokes scattering transfers some of the energy from the
incident light to excited states in the irradiated material, and thus some of the reflected wavelengths are red-shifted.
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Raman anti-Stokes scattering results when the irradiated material already contains excited states, and the reflected
photons are blue-shifted by the difference in energy between the excited states returning to their ground state. The
major problem of the Raman effect is that it produces very weak signals because the photon conversion efficiencies are
less than 10~ '8, Therefore, Sir Raman stated that the effect has “excessive feebleness” [40]. This small signal results
because the proportionality constant x(3), known as the “third-order susceptibility”, is only linearly proportional to the
local oscillator density. However, that is not the case when irradiation is made using coherent lasers which yield a much
larger signal because with coherent illumination there results phase-matching conditions and quadratic dependence on
the number of local oscillators. Thus, even with the same selection rules, the coherent irradiation Raman effect yields
a much greater signal intensity, about 10° times greater [41,42].

The CMORE spectra detect the active modes of nanomaterials [11,12,24] and aqueous CF/LANR systems [22].
Those involving ZrO, preloaded active nanomaterial demonstrating power gain have been the most studied. The
spectra show reflected optical intensity as a function of wavelength, initially from two incident coherent optical beams
but then reflected by backscatter along with the initial optical beams from the nanomaterial. The CMORE spectra
reveal different types of activity states from the same sample, observed by the same diagnostic. Specifically, they
saliently show that for the same NANOR®-type component electrically driven there are two states (the unwanted
electrical avalanche mode [10,24] and the optimal operational state, the desired, active XSH mode, where excess
energy is being released), and “off”. There is diversity in outcome. Characteristic anti-Stokes peaks only appear when
the electrical drive generates excess heat but differ in energy, amount, and in what stimulates their appearance. When
driven in the avalanche mode, the anti-Stokes peaks differ considerably from those which appear during the excess
heat-producing or desired mode.

3.9. Energy and flux units

The terms used in the physics of RF electromagnetic radiation analysis is very close to those used in calorimetry. Here,
the rate of change of energy is called Luminosity.
L=dE/dt (Watts =1J/s). oY)

With these emitters and antenna, radial and spherical volume corrections are made, therefore correcting the luminosity
thereby — which becomes the irradiation flux.

Irradiation flux f(R), S = L/4rR* (W/m?). 2)

When account is taken of the frequency, this becomes the irradiation flux density, where the density refers not to a
solid volume but frequency space itself

Irradiation flux density S(\) = dS/d\ (W/m? /Hz). 3)

For normalization, irradiation flux density, S(\) is compared to the reference unit, the Jansky. Two radioastronomic
targets are listed below it, in those preferred units.

1Jy =102 W/mQ/Hz =102 erg/s/cmlez. 4

Sun: 4 x 10722 W/m2/Hz @ 100 MHz, Cas A: 2 x 10~22 W/m2/Hz @ 100 MHz.



92 M.R. Swartz / Journal of Condensed Matter Nuclear Science 33 (2020) 81-110

NANOR-type
component

Antenna

Figure 6. Resonant Fabry—Perot maser cavity.

3.10. Resonant chamber

To achieve a functioning system, a maser was created requirings the electrically driven material to be contained in a
Fabry—Perot container. The protected frequency(ies) require that it also be contained within a Faraday cage. Therefore,
the active emitting portion is held and contained within a box of electrically conductive surfaces which is used to act
as a resonant cavity. Therefore, for a resonant cavity the length of the box must be equal to a half wavelength, in at
least one direction, of the desired emitted photon.

The 36.05-inch long metallic case used as the resonant cavity with the half wavelength set vertically. Shown —
while open and the second Faraday cage removed — are the antenna, beginning of transmission line, and NANOR
type component. A white envelope is seen, surrounding the NANOR'Y -type CF/LANR component to easily detect,
and to protect against, falling or extravasated nanomaterials. It also in the photograph better shows the depth into the
rhombic shaped cavity. For the experiment, the door was shut, sealed, covered with multiple layers of aluminum foil
and wiring with all connected to a driven copper rod driven into the Earth as ground.

Figure 6 shows the resonator box used to surround the NANOR® type component which was required to make a
functional maser. For this, a 36-inch long metallic case was used as the resonant cavity with the half wavelength set
vertically. For each experiment/run, the door was shut, sealed, covered with aluminum foil and connected to a driven
copper rod driven into the Earth. This essentially made a double Faraday cage to avoid interference. Figures 1, 9, and
10 show the impact of adding the resonator box: blazing maser output.
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Figure 7. RF intensity in the DL region as a function of frequency for two ohmic controls showing no significant change.

4. Results
4.1. Galactic controls, cosmic background

Interference has been considered, and minimized, by monitoring over several weeks, and comparison to known fre-
quency dispersions and examination of bandwidth. Changes as a function of time and/or frequency have led to the
identification of modulated (military in this band) signals, and galactic input. Possible television transmitters, cell
phones, microwave appliances, and ionospheric noise (QRN) have not been a significant problem at these frequencies
given the long term monitoring and pre-identification.

For each experiment, attention has been necessarily made to the location of the Galactic center, and, when possible,
measurements have been made when the Earth is optimally shielding emissions from the galactic center. This was
found to be much less needed once the resonator box was correctly grounded. As background, the Galactic center
continuum is reported to have nonthermal background of ~ 500 K (with a 25-element sub-array, 23 dB gain, 12° beam
width, 12 m?2 effective aperture). The Galactic anticenter has a nonthermal background of ~ 70 K and, therefore, any
deuterium excitation temperature >130 K causes appearance of RF emissions.

Investigators should use two well-ground Faraday cages, and are advised that it may take weeks to understand the
background. However, not having a detailed understanding of the vast background does not preclude using the DL to
monitor and better understand CF/LANR and other emitters.
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4.2. Ohmic controls yield no RF DL emission

The possibility of RF emissions from ohmic controls was examined in driven samples. None were ever seen. Figure 7
shows the RF emissions in the region from 327.340 to 327.420 MHz (the DL region) for two ohmic (thermal) con-
trols. There were no peaks directly associated with driving the ohmic controls even at much higher electrical input
power levels. “ON” refers to the application of electrical power; after it is “OFF”. Simply put, multiple RF intensity
vs. frequency plots taken in the DL region demonstrate the apparent absence of similar RF emission activity from
such ohmic controls. Only the original galactic background was seen unchanged from electrically driving the ohmic
controls. This was unlike the active CF/LANR components which received less than 0.1% of the power delivered to
the ohmic controls but instead gave forth blazing maser outputs (Figs. 1, 8-17). In this case, for this paper, the con-
trols included having nothing in the Faraday cage with full double shielding as discussed above, and included having
the NANOR®-type component present in the cage but being NOT electrically driven. In addition, controls included
having in the same electrical circuit an electrically driven ohmic control instead of the NANOR®-type component. In
this case, the ohmic control consisted of a carbon resistor, but in the future both wire-wound and film resistors should
also also be examined.

4.3. Narrow bandwidth RF emissions

Unlike the result from the ohmic resistors (e.g. Fig. 7) , there is a clear LANR-related narrow bandwidth solid state
DL MASER emission at 327.7 MHz resulting ONLY from electrically driving some of these ZrOoPdD preloaded
NANOR®-type LANR components (7-4 and 7-5; [1-12]), carefully below their avalanche voltage [4] which is a
regime where excess heat has been shown to suddenly cease and desist. These very narrow bandwidth emission peaks
(some singular, and others with sidebands) are hundreds of Hertz wide in a frequency band of 327 MHz. The narrow
bandwidth RF emission peaks which appear with electrical drive are located very close to the expected emission of
deuterium. This is not Doppler shift because both are in the same frame-of-reference, and confirming that there is no
evidence of broadening (vide infra). This is reproducible solid-state LANR maser action.

These control RF intensity plots (Fig. 7) taken in the DL region demonstrate the salient absence of RF emission
activity for ohmic controls at the relevant range of frequencies. The original galactic background was seen unchanged
from electrically driving the ohmic controls.

Figures 1, 9, and 10 show the maser at its stabilized frequency ca. 327.364 MHz. It was found that electrical
potential inputs of 1.05-2.4 V were sufficient to drive the maser. It shows three curves which plot the hyperfine RF
output from a prefilled nanostructured PAD—ZrO5 material, at three moments of time. Figure 10 shows the appearance
of the DL emission acting as a maser at its stabilized frequency ca. 327.364 MHz. These three graphs which show the
instantaneous intensity of the RF emissions in the region from 327.360 to 327.370 MHz (the DL region) as a function
of frequency and applied electrical potential to the NANOR® type component N7-4. The first graph (top) has the
component wired up but no applied driving voltage. The second graph (middle) had the component received 1.02 V
electric potential across it. The third (bottom) had the component with 2.4 V potential across it. It was found that
electrical potential inputs of 1.02-2.4 V were sufficient to drive the maser. A high-Q output >1.2 x 106 is seen at
327.364 MHz consistent with maser activity. These maser RF outputs in the active CF/LANR state occurred nearly
reproducibly for at least two slightly different types of LANR components. The other RF emission line on the right
is galactic in origin, in the three graphs. It is important that the RF DL hyperfine emissions come only from LANR
(CF) active cells containing high loaded levels of deuterons. First, it proves that D is the fuel. Second, the RF emission
demonstrates that the deuteron, in the excited pre—4He state is a D free radical. Third, the emission is normally
forbidden on Earth, and here it shows up ONLY when there is excess heat. Thus, this is important because it is a signal
for working, active LANR systems, providing information on the activity.
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4.4. Resonant chamber improved stimulated emission

As a result of these positive findings: maser action consistent with excess-heat-producing active modes for these
CF/LANR components, efforts were made to improve the system using a well-grounded resonant chamber which
would also act as a second Faraday cages to further protect the radio environment. Once in the resonator cavity, there
was blazing, spectacular success after it was slowly learned how to better turn on and control the maser. In addition,
it was found that a well-grounded resonant (Fabry—Perot in at least one direction) chamber greatly improved output
(cf. Figs. 1,9,10, and 17), offered improved clarity of the output emissions with removal of most of the interfering
emissions. Thus, this arrangement achieved resonant-chamber-NANOR®-type components which have yielded low
voltage, electron current controllable blazing LANR masers (Figs. 1,9,10,11, and 17).

First, these radiofrequency DL LANR emissions (327.37 MHz) herald an excited state of deuterium being present
in lattice assisted nuclear reaction (LANR) active states, in both aqueous and dry preloaded systems. Second, this
new solid state D-MASER was observed to have characteristic emissions exhibiting very narrow bandwidth, as well
as other, possibly larger energy emissions over a much wider bandwidth also in the DL region (Figs. 13 and 14) . This
is similar to other observed masers’ action. Surprisingly, it also enabled the facile determination of superhyperfine
structure — there were sets of RF emission peaks, and not just a single peak. This is seen in Figs. 12 and 15.

In Figs. 7 and 8 also other figures, galactic DL are seen. Although there could be near complete exclusion, some
input is on rare occasion allowed and used for calibration, yet still greatly diminished in amplitude by the electrically
well-grounded resonant cage (Fabry—Perot cavity in one direction where /2 is ca. 36 inches).

4.5. Deuteron line RF LANR maser

In Figs. 1 and 9, maser activity is seen by the bright curved line using Software Defined Radio (SDR) Identification
of the LANR DL maser emission. The images show the hyperfine output using a prefilled nanostructured PdD-ZrO2
material, including an instantaneous intensity vs. frequency output on top, and a waterfall image of intensity, at various
times, vs. frequency. In this dual graph, there are two regions. The DL RF CF/LANR maser emission line is indicated
in both portions of the display. In both, the frequency increases from left to right. Markers of the frequencies (in MHz)
are shown.

The top, upper portion is a graph which shows RF intensity peaks as a function of frequency (horizontal) at a single
moment in time; in a single sweep. The relative intensity, in decibels (dB), is shown on the left-hand side. On the
bottom, each peak appears as a dot on a line for each one moment in time, and time increases from top to bottom, as in
a waterfall; after which the display type is named. The timestamp is on the left-hand side. This is an integrated graph
over a fraction of an hour. The color in both portions, top and bottom, is qualitatively associated with the intensity of
the signals. The gradient scale is shown. Depending upon the resonant cavity, and in the limited, attenuated galactic
background, the main peak for deuteron RF emission can be clearly seen (Fig. 1), along with those other peaks (Figs.
1, 11, and 12). The other lines are from a variety of signals commonly observable, mainly military and cosmic. The
DL RF CF/LANR maser line is 1-4 dB greater in intensity then all of the others lines. It is unclear why the emission
frequency is not precisely the same as for free radical deuterium. It may be perturbations of the electron orbits in D
secondary to the Ni or Pd in which it is a binary alloy. It may also arise from magnetic Ni or Pd atoms which impact
the hyperfine, and now superhyperfine, splitting. Pd'%> (abundance 22%) has a nonzero nuclear magnetic moment,
and we have discussed some of these magnetic Pd effects in this magnetized LANR components [10].

4.6. Initial superhyperfine line (sideband) drift

There is an initial drift for the major central peak and the sidebands. Figures 1 and 9 show the temporally controlled
turn-ons and the slow drift of the RF maser output to lower frequencies. Note that the RF emission occurred imme-
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Figure 8. RF intensity as a function of frequency without resonant Cavity.

diately after electrical drive (1.2 V) (bottom left); followed by an exponential-like drift of the frequency to a slightly
lower, more stabilized, monochromatic frequency. This drift toward a stable frequency, and other interesting behaviors
were noted for these solid state LANR masers. The reason for this drift until stabilization remains unclear. Such
behaviors have included hunting, drift, and chirping maser behavior,

4.7. Evanescent fall off of the peaks

The new narrow bandwidth RF emission peaks disappear with removal of the applied voltage. Despite a much faster
rise time when maser action first appears after initiating electrical drive, there is a slower fall-off of the RF emissions
within several (~ 3-4) minutes after electrical drive is terminated (Figs. 11,13, and 14). What controls the evanes-
cent behavior as the maser output slowly disappear has neither yet been resolved nor understood. They may herald
conditions within the loaded lattice, before its stereoconstellation re-attains equilibrium.
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Figure 9. SDR identification of the first LANR DL emission (E58-181115A). On the bottom, time increases from top to bottom, and CF/LANR
maser activity is seen by a bright curved line, with a sudden turn-on after electrical drive (10 V) initiated. This was followed by a drift to lower
monochromatic frequencies. This is a photograph of the monitor from the very first maser emission achieved from an active CF/LANR device. It is
a ZrO2PdD NANORY-type component, operated carefully in the resonance cavity below its avalanche voltage.

4.8. Wideband RF emissions

As described below, these solid state D-MASERs were observed to have characteristic emissions exhibiting very
narrow bandwidth, as well as another very low energy emission over a much wider bandwidth, and also in the DL
region. This can be seen in Figs. 16 and 17 semiquantitatively. For example, Figs. 13 and 14 show the RF intensity
in the DL from 327.3 to 327.45 MHz presented as a function of time, with notation of the times during which the
NANOR®-type component was electrically driven. This data does not count any of the RF main or RF sideband
peaks (superhyperfine structure) which have all been subtracted. The derived RF emission density demonstrates a low
level time dependent wide band contribution.

First, note that the low-level wideband RF emission is also evanescent. The RF high-Q) peaks and the low level
wider band emissions are linked, and both act similarly with respect to time.
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Figure 10. Appearance of maser line. Shown is the Intensity of the RF emissions in the region from 327.360 to 327.370 MHz (the DL region) as a
function of frequency and applied electrical potential to the NANOR® type component N7-4. A high-(Q) output is seen at 327.364 MHz. The other
RF emission line on the right is galactic in origin.

Second, because the bandwidth of an emission is related to the lifetime of the excited state, the wider bandwidth
emissions may herald a second pathway with faster rates of de-excitation for some reason undetermined at this time.
It is unclear what controls the wider band emissions from masers, but that must be investigated. Analysis of the wider
bandwidth emissions may yield information on the Einstein A and B coefficients of de-excitation in these systems.

This lower energy wideband emission is similar to other observed masers’ action [43].

In Fig. 8, comparison of the RF emissions in the region from 327.340 to 327.430 MHz (the DL region). The first
graph was obtained with the NANOR® -type component N7-4 undriven (“off””). The second graph was obtained where
the component was then electrically driven. The lowest graph is the return to “off”, two minutes after termination of
the electrical drive, but before the requisite time to have all the stimulated emission cease.

In Fig. 13, the energy in the RF band NOT INCLUDING THE PEAKS from 327.3 to 327.45 MHz obtained
from NANOR® -type component N7-4, driven by 50.7 V applied, is presented as a function of time. A large magnet



M.R. Swartz / Journal of Condensed Matter Nuclear Science 33 (2020) 81-110 99

{ OFF

Signal

Strength Iy P JMJ\...M T JL'M MMMWMA ol " MLWWMMM.WNW
ON E58-181021G 26.8v N7-4 B45
low power

U\»,mmw b b MJ‘\LM.“ WJ‘LM WW
327.3839

- J
high power & ;

return to

7, L0 | YRUPTRGIURIS  SUPRUNPIY YOU! [V | SUUPTINR VDT I VT |

327.350 Frequency [[MHz] —== 327.4

Figure 11. RF intensity as a function of frequency and electrical input power. Shown for comparison are the RF emissions in the region from
327.350 to 327.400 MHz (the DL region) obtained from NANOR®-type component N7-4. The top curve is undriven (“off”). The second graph
was obtained where the component was then electrically driven. At higher electrical input power, some peaks (to the right of the identified increasing
peak — 327.3839 MHz) also increase in amplitude and additional peaks appear. “ON” refers to the application of electrical power; after it is “OFF”.
The lowest graph is the return to “off”.

was placed above the resonator box for this experimental run. The time scale is shown below it, along with the actual
output in the regions without addition of the hyperfine and superhyperfine peaks. It is clear that there is some wideband
emission and it is also evanescent with a time constant of minutes.

In Fig. 14, the energy in the RF band NOT INCLUDING THE PEAKS obtained from NAN OR® -type component
N7-5, driven by first 26.7 V, and then 50.4 V applied. A large magnet was placed above the resonator box for this
experimental run. To the left is the integrated wide band output from 327.350 to 327.430 MHz with all peaks removed,
presented as a function of time. The time scale is shown without addition of the hyperfine and superhyperfine peaks.
It is clear that there is some wideband emission and it is also evanescent with a time constant of minutes.

4.9. RF emissions from active aqueous Ni MOAC

These experimental survey radio and LANR investigations examined and resolved, for the first time, the apparent ab-
sence of significant HL and the presence of DL emissions from the MOAC LANR (ordinary water) aqueous system
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Figure 12. RF intensity as a function of frequency and electrical input power. Shown for comparison are the RF emissions in the region from
327.350 to 327.430 MHz (the DL region) obtained from NANOR®-type component N7-5. The top curve is undriven (“off”). The second graph
was obtained where the component was then electrically driven at 26.7 V. An identified CF/LANR-derived peak is seen at 327.389 MHz, along with
other smaller sideband peaks. A galactic peak at 327.415 is seen.

electrically driven during its active mode [13,14]. The HL and DL were the regions which were examined with the
MOAC turned off over several hours. The initial HL results were inconclusive but with recent improvements in sen-
sitivity and selectivity, further investigations are warranted. However, the DL investigation results showed something
else.

Figure 15 shows these RF emissions from an active aqueous Ni MOAC using the present invention. Figure 15
is composed of three curves showing the output of the present invention using an aqueous Ni/HoOD5O/Pt system
MOAC-type, at three moments in time, at three moments in time; post-loading no further electrical input, electrical
drive at the optimal operating point, and just beyond that input power.

Figure 16 shows a clear comparison of the DL RF emissions from the aqueous MOAC in three different electrical
current drives; each separated by vertical lines during three different times and electrical input powers (0, 450 mV,
and 4 W). The first on the left is where MOAC was “OFF”. The second two were electrically driven at two input
power levels. The central curve had its electrical drive point was very close to the peak of the optimal operating point
(OOP}manifold. Figure 15 compares the emission in the RF region between ~ 327.25 and ~ 327.5 MHz (the DL
region) for the MOAC while “off” and while it was electrically driven at two levels (top of OOP), and just to the
“right” of the peak. The upper curves are a brief waterfall display. The central peaks are labeled by an arrow at 327.3
MHz). Attention is directed to the fact that there are distinguishable differences in both the integrated amplitude near
that region, and in the nature of the superhyperfine structure (sidebands). The increased emission in the DL region is
apparent. These sidebands are analyzed [13,14]. Because of the positive results in the aqueous system, it was elected
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Figure 13. Wideband RF emissions in the DL region as a function of time.

to further investigate the dry, preloaded NANOR® -type components for possible RF emission, too.

4.10. Larger voltages reveal superhyperfine spectra

There are voltage-dependent peaks. The applied voltage increase yielding this display of superhyperfine sideband
structure can be seen in Fig. 13. At higher electrical input power, some peaks increase in amplitude (327.3839 MHz)
and additional peaks appear. The newly appearing peaks, like the previous LANR-active RF D-L peaks are evanescent
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Figure 14. Wideband RF emissions in the DL region as a function of time.
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Figure 15. Comparison of the DL RF emissions from the aqueous MOAC in three different electrical current drives; each separated b vertical
lines. These focus on the region from 327.3 to 327.43 MHz (the DL region) during three different times and electrical input powers (0, 450 mV,
and 4 W). The first on the left is where MOAC was “OFF”. The second two were electrically driven at two input power levels. The central curve
had its electrical drive point was very close to the peak of the OOP manifold [24,25,37]. The increased emission in the DL region is apparent with
widening + increased amplitude.

when the power is turned off; and can be seen to disappear in the lowest graph (the return to “off”).

This needs to be further investigated as a function of input current, as well as power, because analysis may yield
information on the collisions which lead to the desired reactions, as well as the material science. It might be important
to note that the RF maser emission occurred at lower driving voltages than had been used to elicit other diagnostic
techniques such as CMORE spectroscopy looking for antiStokes lines. It is unclear the reason, or why higher trans-
sample voltages below threshold electrical avalanche voltage, elicited the superhyperfine lines (DL sidebands) appear.

4.11. Analysis of non-Zeeman superhyperfine line splitting for PdD

In the following papers [13,14] it will be shown that these energy and matter-magnetic field intensity power spectra can
be analyzed to give metallurgical and material science information not otherwise available. The superhyperfine lines
(SHFL) LANR-induced RF DL-emissions yield insight into LANR active site, the LANR active excited state, and the
periodic magnetic locations surrounding the RF emitter. Most importantly, the next paper reports that the superhy-
perfine line structure of some of these LANR DL emissions appear consistent with the RF-emitting deuteron being
located in an FCC vacancy [13]. This is important, and it also reveals insight into the stereoconstellation surrounding
the LANR active site.
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Figure 16. RF intensity in the DL region for a signal generator showing the normal ) (bandwidth) of a conventional oscillator.

4.12. Signal generator control

Figure 16 shows an emission control consisting of a signal generator (Fig. 4) employed to check frequency and
normal bandwidth. Under a Faraday cage, signal generator controls were employed to check frequency and normal
bandwidth. It shows the RF emissions in the region from 327.300 to 327.400 MHz (the DL region). The arrows show
the frequencies (in MHz) of the far-right, and far-left of the figure. Figure 16 contains two curves which clearly show
the very high-@ of the hyperfine output by plotting, at two moments of time, the instantaneous intensity vs. frequency.
The figure shows RF intensity plots taken in the DL region for both the signal generator (on top) which has the normal
@ (bandwidth) of a conventional oscillator, and the NANOR'Y-type component (on the bottom).

These demonstrate the amazing difference between the output of the signal generator and the NANOR-type com-
ponent. This is thus a control which consists of the output of a signal generator added in the first u Eger run. The
upper curve has a brief waterfall display (on the very top). For this, a ZrOsPdD preloaded NANORYY-type LANR
component, operated carefully below the avalanche voltage, did emit very narrow bandwidth RF emission peaks (¢
>1.2 x 10%) in the DL (DL; 327.371/~1 MHz) region. The high-Q (ultra-narrow bandwidth) of the emitted radiation
(Figs. 3-8) is consistent with maser activity, and only appeared when the components were in their active electrically
driven state.

In Fig. 16, these RF intensity plots taken in the DL region demonstrate the difference between the output of the
signal generator (a conventional oscillator; top) and the NANOR®—type component (bottom). The arrows show the
frequencies (in MHz) of the far-right, and far-left of the figure. Attention is directed to the fact that the signal generator
had a @ less than 2.3 x 10%.
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Figure 17. Impact of direction of applied magnetic field intensity. Shown for comparison are the RF emissions in the region from 327.350 to
327.430 MHz (the DL region) obtained from NANOR®—type component N7-4, with a large magnet placed above (top curve) and to the side
(bottom curve) of the resonator box. A magnetic field parallel to the cavity axis causes Zeeman splitting and which which decreases when moved
perpendicular (and, after which, was then removed entirely) is shown in Fig. 15. There was splitting when the magnet was placed only above the
box. These Zeeman effects/observations are consistent with reports of masers [44].

4.13. Positive Zeeman effect by an external magnetic field

Figure 17 shows Zeeman splitting of the emission peak by an external applied magnetic field. The figure shows two
curves which demonstrate the Zeeman effect by plotting the hyperfine output at two successive moments of time
with a large applied magnetic field intensity above the long axis, and to the side of the long axis; with each showing
instantaneous intensity vs. frequency. Specifically it shows the impact of the direction of said applied magnetic field
intensity to an active CF/LANR system being monitored by the present invention. Shown for comparison are the RF
emissions in the region from 327.350 to 327.430 MHz (the DL region) obtained from NANORY-type component
N7-4, with a large magnet placed above (top curve) and to the side (bottom curve) of the resonator box. The baselines
are otherwise relatively flat in the dual Faraday cage/Fabry—Perot resonant cavity (aluminum). The upper curve and
lower curve, each have a brief waterfall display (above each).

It was found that a magnetic field parallel to the major resonant cavity axis caused clear Zeeman splitting of the
main peak (at 327.3614 MHz) to a triplet (paired peaks added to the side of the main peak). The intensity of the
doubled decreased — and then disappeared — when the magnetic field intensity was moved perpendicular to the major
axis, as shown in Fig. 17. There was splitting when the magnet was placed only above the box. These Zeeman
effects/observations are consistent with reports of masers. First, it was found that a magnetic field parallel to the
major resonant cavity axis caused clear Zeeman splitting and which which decreased when the magnetic field was
moved perpendicular to the major axis, as shown in Fig. 17. Second, because of the potential interefence, thereafter,
all additional external magnetic fields were removed, although the Earth’s field was not corrected for by the use of
Helmholtz coils.
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5. Interpretation
5.1. Consistencies with earlier reports

The RF emission may be consistent with some early reports, although they appear to have been at other frequencies
[45].

5.2. Analysis of Q factor

The resonance of a system can partially be described by the Quality Factor (Q factor). This is a non-dimensional
number. It is also an inverse measure of the strength of the damping of a system’s oscillations, and it shows up as the
system’s relative (frequency normalized) linewidth. Although originally used for electronic LC circuits, it has since
been useful for microwave cavity and optical resonators. There are actually two different connotations of the () factor.

5.2.1. Definition of Q) involving energy storage

The @ factor is 27 times the ratio of the stored energy to the energy dissipated per oscillation.

5.2.2. Definition of Q as defined by resonance bandwidth

The @ factor is the ratio of the resonance frequency to the full width at half-maximum (FWHM) bandwidth vicinal to
the resonance.

These two different definitions are only the same for weakly damped oscillations (high-@Q) such as the case here.
The @ factor equals 27 times the exponential decay time of the stored energy times the optical frequency.

5.3. Analysis of broadening and shift

As suggested by Lawrence Forsley at the 2019 MIT Colloquium, bandwidth may yield Doppler information regarding
velocity and other information. The CF/LANR maser must now be considered for both broadening and shift. As in
NMR spectroscopy, the lifetime of the excited state of “He* creating the D which then emits RF at the DL is relatively
long, so in both cases the lines are very sharp, producing the possibility of high-resolution superhyperfine CF/LANR
spectra.

5.3.1. Analysis of line shape

Analysis shows that the RF output curve is Lorentzian in shape, and not Gaussian. This heralds an exponential energy
decay of the excited state rather than a step function because the Fourier transform of an exponential time function is
a Lorentzian in the frequency domain.

5.3.2. Natural broadening

The uncertainty principle connects the lifetime of the excited state of D* (due to spontaneous or stimulated RF decay
or the Auger process) with the uncertainty of the energy of the transition. This produces natural broadening and there
is no associated shift.
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5.3.3. Doppler broadening

Analysis of bandwidth includes looking for Doppler information regarding velocity, Doppler broadening results from
atoms in a gas emitting radiation while the atoms have a distribution of velocities. Thermally, the higher the gas
temperature, the broader the spectral line emission. This broadening effect is described by a Gaussian profile and there
is no associated shift. This is not significantly seen here.

5.3.4. Collision broadening

Impact pressure broadening or collisional broadening results from collisions which interrupt the emission, and increase
the uncertainty in the energy emitted. The broadening effect produces a Lorentzian profile and there may be an
associated shift. There is no apparent pressure change here — except perhaps initially.

5.3.5. Resonance broadening

Perhaps the most important is resonance broadening. Resonance broadening occurs when the perturbing particle is of
the same type as the emitting particle and it introduces the possibility of energy exchange processes. The resonance
broadening goes as 1/r3.

AERB ~ 1/ 1"3. (5)

This is importantly observed, and appears to give rise to the discovered superhyperfine splitting (discussed in detail in
[13,14]). Also, resonance broadening may reveal information within periodic lattices.

5.4. Is this maser activity?

It is important to consider and confirm if this is really maser action. There are several characteristics and evidence
consistent with maser action by these two solid state CF/LANRF components. Consider the following seven reasons
beyond the fact that the signals are temporally linked to the excitation. First, the emissions have very narrow bandwidth.
The Q (frequency over half power bandwidth) has ranged from 1.2 x 10° to some measurements at high as 9 x 10°.
This high-@ is consistent with maser activity.

Second, microwave emission occurs and can be either spontaneous or stimulated emission, and the energy transit
from the excited (2) state to the lower, de-excited (1) state is described by the Einstein A21 and B21 coefficients,
respectively. Therefore, such emissions are “forbidden”.

A 8why3
21 _ Smhv” )

B21 63

Because the ratio of their contribution is very (third order) frequency dependent, then in the microwave region, at the
DL line, spontaneous emission can be neglected. Therefore, this is also consistent, given the RF emissions, with maser
activity.

Third, masers use materials (here heavy hydrogen, D) and move them into their metastable excited state. From their
excited state they release a photon and move to the de-excited state. This use of LANR components which activate
acoustic phonons for the desired state also heralds collisions between deuterons and palladium and zirconia, and that
too is consistent with maser activity because in galactic masers, the pumping mechanisms are in part hydrogen/deuteron
collisions. That is what we see when the NANOR'Y-type components enter the desired quantum electronic state
producing excess heat (which is not the avalanche state).
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Fourth, furthermore, that this is very probable maser action is supported by the fact that atomic deuterium as
occurs in Group VIII binary metals has no electric dipole moment. Thus, in the palladium lattice where the desired
reactions occur, deuterium and hydrogen are atomic. As in outer space, because atomic deuterium and hydrogen have
no electric moment, this transition between these two states is highly forbidden with an extremely small transition rate.
This makes the excited state long lived.

This also suggests that spontaneous transitions do not occur in the absence of a deuterium maser. This lack of
transitions makes the excited state long lived, which is a sine qua non for achieving a population inversion. This may
also enable further control of these reactions.

Also supporting this, the population inversion has also been seen indirectly by the antiStokes signature of ZrO,PdD
in the desired active state [11,12,24].

Sixth, further supporting that this is maser activity is that the input was very low power, and as the figures indicate
the output has extremely low noise in this region, consistent with the role(s) of masers for low noise amplifiers, and
very precise oscillators.

Finally, the emissions are supplemented by other larger intensity emissions over a much wider bandwidth. This is
similar to the other observed masers. Nonetheless, these complex factors deserve further analysis to understand the
nature and ratio of the two emissions. In summary, this brief analysis of the observations and their expectations shows
that the characteristics are consistent with active state CF/LANR maser action.

5.5. Analysis of relationship to electron spin resonance

Atomic hydrogen is a free radical. This could also produce an ESR signal [46]. However, what is observed is linked but
not like that signal. This is because a 300 Hz wide signal, normally appearing between 40 MHz and 4 GHz has a 1 in
20,000 chance of being in the correct zone of +/- 2 MHz near the DL. And, the applied magnetic field induced splitting
but did not shift it as would be expected for an ESR signal. This is being further examined because the electrophysics
may be linked in one or more of the electronic states (“off”, subthreshold, excess-heat producing, avalanche).

6. Conclusions
6.1. LANR RF DL and maser findings

(1) Active lattice assisted nuclear reaction (LANR) systems, both aqueous and preloaded nanomaterial, emit very
narrow bandwidth RF hyperfine emission peaks (ca. 327.37 MHz) very close to the theoretical Deuterium Line
(DL: 327.7 vs. 327.8 MHz).

(2) There is a very large RF radiation flux density for the very small electrical input.

(3) There is an initial DL, and sideband linked, frequency drift/shift until equilibrium.

(4) There is a fall-off of both types within minutes (~ 3 min) immediately after electrical drive is terminated.

(5) In addition to the characteristic RF DL emissions of very narrow bandwidth there are, in addition, other emis-
sions of much lower intensity with wider bandwidth.

(6) Active electrically driven LANR PdD-ZrO; preloaded components in a Fabry—Perot structure yield a low
voltage solid state DL RF maser.

(7) An active electrically driven LANR aqueous Ni-ordinary water system also emits at the DL. The two differ-
ent solid state maser RF outputs, and the one from the aqueous MOAC in the active CF/LANR state show
significant operating significance.

(8) The DL RF emissions exhibit a large Q (>1.2 x 10°-9 x 10°), which is the ratio of the bandwidth at half
power to the frequency.

(9) The solid state DL RF maser exhibits a positive Zeeman effect.
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(10) When electrically driven, at higher applied voltage, a superhyperfine structure of sidebands appears.

6.2. Confirmation of LANR fuel

(11) These radiofrequency Deuteron-Line (DL) LANR emissions (327.37 MHz) herald an excited state of deu-
terium being present in LANR active states, in both aqueous and dry preloaded systems.
(12) Most importantly, the DL emission frequency of these observations confirms the role of deuterium in

CF/LANR systems making helium-4 which generates the observed excess energy in the active state [22,23,
47].

6.3. Derivation of active site

(13) This method also gives more insight into the volume and stereoconstellation around the active CF/LANR site.
(14) Analysis using putative nearest neighbors indicates a possible location of the deuteron free radical during its
RF emission. The fuel generates the fusion product and at least some of these reactions occur in face

center cubic (Pd FCC) vacancy for palladium (in PdD) or Zr (in ZrOs).

(15) Thus, vacancies, as predicted at ICCF-4 [15], are apparently the site of some of the desired reaction in these
active systems. The coordination number is qualitatively associated with what is seen, except for some possibly
very important changes. The second closest neighbors are now different. And this appears to have come from
interaction with half of the fourth closest neighbors, with either that interaction of additional paramagnetic
(possible lattice Zr in P:d contamination) factors, changing the singlet to multiplet. The results in nickel are
more complex and demonstrate a range of both FCC and BCC vacancies, possibly heralding new metallurgic
phases.

6.4. Possible elucidation of intralattice effects

(16) These radiofrequency DL LANR emissions (327.37 MHz) identify connections between the loaded deuterons.

(17) One important implication is that in active CF/LANR systems, the loaded deuterons work together from their
vacancy sites and enable the desired XSH-producing reactions within the loaded Group VIII metal while
emitting RF radiation at the Deuterium-line heralding the inverted population

6.5. New active state dection system

(18) In addition, this system may have a future as a very improved LANR active-state detection system, perhaps
able to give possible further information about LANR’s difficult-to-attain most desired mode.

(19) Recognition of CF/LANR RF emission from the active state is important because not only is the location
active site is clearer, including surroundings which appear altered, but because now methods of detection can
be aimed at the phenomena to discern the desired active XSH—producing driven state.
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Pulsatile Superhyperfine Lines at 327.37 MHz Herald
LANR Activity and Possible Mass—Energy Transfer
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Abstract

Active lattice assisted nuclear reaction (LANR) systems, both aqueous and dry preloaded nanomaterials, emit very narrow band-
width hyperfine radiofrequency (RF) emission peaks at 327.37 MHz. This is located very close to the theoretical Deuteron-Line
(DL; 327.348 MHz) region. At higher applied driving voltages, a complex superhyperfine line structure of sidebands appears. At
least some of their emitting RF radiation superhyperfine line peaks, heralding the inverted population, are observed to be apparently
pulsing. This may be a sign of real time mass-energy transfers within the high loaded Group VIII lattice.

(© 2020 ISCMNS. All rights reserved. ISSN 2227-3123

Keywords: Atomic deuteron, Deuterium, LANR hyperfine lines, Pulsing superhyperfine line, Superhyperfine spectra, Resonance
broadening, Vacancy active site

1. Introduction — CF/LANR RF Deuterium Line Emissions

Active cold fusion/lattice assisted nuclear reactions (CF/LANR) systems, both nanomaterial [1-14] and aqueous
[13-29] emit very narrow bandwidth radiofrequency (RF) emission peaks (ca. 327.37 MHz), in the Deuteron-Line
(DL; 327.348 MHz) region [30]. This paper reports that within the maser spectrum are pulsatile superhyperfine RF
lines (PSHFL) with periods of minutes. It is unlike everything else examined over two years from Earth and galactic
origin, and only associated with XSH from an ordinary water nickel CF/LANR system. The superhyperfine sideband
line (SHFL) structure (Fig. 1) has been analyzed for this aqueous nickel CF/LANR system in its active mode. It may
herald quantum mechanical movements or even perforation through the Coulomb barrier.

2. Experimental
2.1. Aqueous nickel LANR system

The high @ (> 1.2 x 10°) and Zeeman response indicate maser action. There is the appearance of maser line sidebands
(superhyperfine lines) with increasing voltage (Fig. 1). They appear separated by resonance broadening and energy

*Mitchell R. Swartz ScD, MD, EE, ACIER, E-mail: drswartz@nanortech.com.

(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123
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Figure 1. Pulsatile RF emissions in a background of other RF SHF lines. The radiofrequency superhyperfine DL spectrum of this nickel hydrogen
loaded LANR system during its active state (40 V, 200 mA). This is a “waterfall” plot and intensity is shown as a function of frequency. Note
the central arrow appears to almost be a vertical mirror along the horizontal axis. The largest amplitude pulsatile RF line is clearly visible on the
right-hand side, and is marked by a star.

exchange processes [30,31]. Resonance broadening occurs when the perturbing particle is of the same type as the
emitting particle and it introduces the possibility of energy exchange processes. The resonance broadening goes as
1/r3. The data uniquely shows the nearby sites surrounding the active site in an active nickel CF/LANR system studied.
The Mother of all Cathodes (MOAC) cell has a 3 1 capacity with a cathode weighing 2.132 kg (#46 hard drawn smooth
nickel wire with an area of ca. 240,000 cm?). The electrolyte was a dilute carbonate solution in laboratory distilled
deionized ordinary water. These studies used Deuterium Line (DL) emissions from the MOAC LANR (ordinary water)
aqueous system electrically driven during its active mode [30,31]. For the calorimetry, calibration was determined by
ohmic controls and other methods, as discussed elsewhere [13-29].

2.2. Methods — RF emission detection system

The previous paper [30] discussed in detail the arrangement of detecting the RF emissions. Software defined radio
(SDR) receivers were used because of their high dynamic range, high bandpass stability, and excellent out-of-band
rejection. The sample rate was 3.2 million samples per second (MSPS). Upper sideband (USB) was used to minimize
imaging. Resolution was the highest achievable with a Blackman— Harris 4 window, Hann or Hamming windows.

The sensitivity of this detection system (signal to noise ratio: SNR) is proportional to A * /¢, where A is the
antenna’s collecting area, and ¢ is the integration time. The signals are weak, and therefore the antenna is made with
an aperture as large as possible, using a duck antenna system because of its easy fit into the resonance chamber. The
use of antenna analyzers and matching decreased the standing wave ratio (SWR) from circa 20+ to 2 to 3. The use
of military grade coax (CNT400) decreased the transmission line loss by +90 dB, and the low noise amplifier (LNA)
provided an additional +20 dB gain. Ferrites are used to minimize shield currents and radio frequency interference
(RFI) near active equipment.
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3. Results
3.1. RF emissions from active aqueous Ni MOAC

This experimental survey began with preliminary amateur radio and LANR investigations that examined and resolved,
for the first time, the apparent absence of Hydrogen Line (HL) and presence of DL emissions from the MOAC LANR
(ordinary water) aqueous system electrically driven during its active mode [30,31]. The HL and DL were regions were
examined with the MOAC off over weeks, to learn the galactic (followed by the zodiac) rhythm. The initial HL results
were inconclusive but with recent improvements in sensitivity and selectivity, further investigations are warranted.
The DL results showed something else. Figure 2 shows these RF DL emissions from an active aqueous Ni MOAC.
The figure shows the data for experiment E31=180 503 with the driving power off, and then at 10 V and 45 mA
electrical current, and then at 20 V and ~ 200 mA electrical current. Figure 2 is composed of three curves showing the
output of an aqueous Ni/HoOD,O/Pt system MOAC-type, at three moments in time, at three moments in time; post-
loading no further electrical input, electrical drive at the optimal operating point, and just beyond that input power.
Figure 2 compares the emission in the RF region between 327.25 and 327.5 MHz (the D-line region) for the MOAC
while off and while it was electrically driven at two levels (top of OOP), and just to the right of the peak. The upper
curves are a brief waterfall display. The central peaks are labeled by and arrow at 327.3 MHz). The figure shows a
clear comparison of the D-line RF emissions from the aqueous MOAC in three different electrical current drives; each
separated by vertical lines during three different times and electrical input powers (0, 450 mW, and 4 W). The first
on the left, is where MOAC was OFF. The second two were electrically driven at two input power levels. The central

Time
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OFF ON 10v
(at OOP) 45 mamps
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Figure 2. Comparison of the D-line RF emissions from the aqueous MOAC in three different electrical current drives; each separated by vertical
lines. These focus on the region from 327.3 to 327.43 MHz (the D-line region) during three different times and electrical input powers (0, 450 mW,
and 4 W) The first on the left, is where MOAC was OFF. The second two were electrically driven at two input power levels. The central curve had
its electrical drive point was very close to the peak of the optimal operating point (OOP) manifold [29,15]. The increased emission in the D-Line
region is apparent.
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curve had its electrical drive point was very close to the peak of the optimal operating point (OOP) manifold.
Attention is directed to the fact that there are distinguishable differences in both the integrated amplitude near that
region, and in the nature of the superhyperfine structure (sidebands). The increased emission in the D-line region is
apparent. These sidebands are analyzed below.
Because of the positive results in the aqueous system, it was elected to further investigate the dry, preloaded
NANOR® -type components for possible RF emission, too.

3.2. Pulsing deuterium line from active aqueous Ni/HyO/Pt system

A unique pulsatile superhyperfine RF line (PSHFL) is evident with periods of minutes, and is associated with XSH
from an ordinary water nickel, very large cathode, LANR system. In Figs. 1-3 are shown is the superhyperfine DL
spectrum of the hydrogen loaded nickel MOAC in its active state (40 V, 200 mA).

In Fig. 1, the frequencies of the widest, and central, peaks are identified by angular frequency. The center is

pulsing line m
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Figure 3. Amplitude of pulsatile RF line and three other time-matched RF lines.
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identified by the arrow. There is very reasonable symmetry, more so than for the active electrically driven nanostruc-
tured ZrOo—PdD [1-12]. Analysis of the amplitude and positions as a function of frequency strongly suggest that the
hydride nickel has changed; perhaps a in part a phase change from a simple face centered cubic (FCC) lattice [30,31].
Attention is drawn to the pulsatile RF line.

Figure 3 shows a blow up of the pulse, and three other pulses, as function of time. What was vertical in Fig. 1 is
now horizontal in Fig. 2. This shows a possible connection between some of the SHFL sidebands.

Does the deuteron density actually move to other regions during this event?

4. Interpretation
4.1. Pulsing sideband at 327.37 MHz is not mode locking

This is not mode-locking. Mode-locking was first reported by Gurs and Muller [36,37] on ruby lasers, and Statz and
Tang [38] on He—Ne lasers, and reviewed by Herman Haus [39]. The author first did mode-locking experiments with
a He—Ne laser in 1967 with Dr. Hermann Haus at MIT. It is the author’s belief that these pulsatile densities in the RF
spectrum of the 327 MHz CF/LANR maser are unlikely to be mode locking.

4.2. Background — mode locking

Mode-locking is a laser technique to create pulses of light of extremely short duration, circa picoseconds to femtosec-
onds. The concept of mode-locking describes enforcing coherence between multiple axial modes in a resonant laser
cavity so that pulses of laser light result — observed as changes in the intensity of selected longitudinal modes. The
process creates a fixed-phase relationship between modes created by the laser’s chemistry and the Fabry Perot cavity.
The pulses arrive in a train as the laser becomes “phase-locked” (also called “mode-locked”). Although these pulses
are slower than the overall energy exchange between atoms emitting the radiation and the sea of photons in which they
immersed, they are picoseconds or less. Mode-locking engineering over 6 decades has involved making the pulses
shorter while increasing the understanding of the electrical engineering process.

4.3. Reason 1 — Spatial reason disproving that this is not mode locking

First, in laser mode locking, the resonant cavity’s length, L, is such that it is much greater than the wavelength of the
light, A\. In mode locked lasers, there are usually at least 100 half wavelengths, enabling interaction of different mode
orders, i.e. n and n+1. Laser mode locking involves hundreds of half-wavelengths, enabling superposition of different
modes (e.g. half wavelength, full wavelength, ..., etc.). This occurs in lasers where the resonant cavity’s length, L, is
much greater than the wavelength of the light, A\. This is multi-mode operation.

By contrast, the 327 MHz LANR RF maser has only single-mode (half wavelength) operation. The resonant
rhombic metallic box used to make the simple cavity allows modes which have the separation distance of the mirrors
between 0 and L (i.e. length of the resonant box) equal to an exact multiple of half wavelengths.

4.4. Reason 2 — Temporal reason disproving that this is not mode locking

Second, in laser mode locking, the mode orders are periodically constructively interfere to create a single pulse of
light. The pulses are separated in time by 7 = 2L /¢, the time for one path back and forth across the Fabry—Perot laser
cavity. By contrast, the 327 MHz LANR RF maser’s unique pulsing sidebands are characterized by times which are
minutes long.
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4.5. Reason 3 — Pulse shape reason disproving that this is not mode locking

Third, in laser mode locking, the pulses have a Gaussian shape, although for femtosecond pulses a hyperbolic-secant-
squared (sech2) pulse shape is assumed. By contrast, the 327 MHz LANR RF maser’s pulses appear almost as step
functions. This could however also be a result of the qualitative analysis of intensity, although it is unlikely because
the RF frequency examined does not significantly change.

4.6. An intralattice kinetoscope

One important implication is that in active CF/LANR systems the loaded deuterons work together from their vacancy
sites and enable the desired XSH-producing reactions within the loaded Group VIII metal while emitting RF radiation
at the Deuterium-line heralding the inverted population. Is this the first intralattice movie of what occurs?

Efforts are underway to examine this further, including intensities, pulsations and transfer-movements. Taken
together, they suggest a need for an intralattice kinetoscope. Two types are being examined.

4.7. Possible lattice interactions

The 327.37 MHz RF emission peaks, specifically the pulsatile superhyperfine structure may yield information of these
desired reactions unlike everything examined previously. Do the pulsed RF superhyperfine bands herald one or more
of these collective excitations enabling the desired reactions? It is a fact that thirty years of data demonstrate that
deuterons loaded into Group VIII metals DO work together in active LANR systems to generate de novo *He. But
how? The RF emissions show that there are inverted populations of atomic D [30] with RF D-line emission sidebands
[31] and this RF pulsing from active LANR systems might indicate part of an active-necessary deuteron redistribution
in the lattice.

These pulsing RF D-L bands directly herald active LANR activity. They may also herald, and allow further
exploration of, deuteron (energy—mass) movements between, and to other, lattice regions, as revealed by the PSHFL
(and interpreted, depending upon the model used: Band States, Bose—Einstein condensates, and other quasiparticles),
including redistributions between lattice specific periodic lattice regions. Is such redistribution a sine qua non for
successful movement through the Coulomb barrier?

4.8. Possible sign of loss of Coulomb barrier

Vladimir Dubinko has proposed Nuclear Fusion of Hydrogen Isotopes Induced by the Phason Flips in Pd and Ni
nanoclusters [44]. These involve changes in the amplitude of mass—energy components giving rise to a calculated
lower Coulomb barrier. The RF superhyperfine pulses, the redistribution in the RF superhyperfine spectrum, and the
excess heat and antiStokes observed support his theory.

4.9. Implications of d-line shfl pulsing discovery
4.9.1. Detection of ion band states, Bose—Einstein states, or Phusons?

In one way, this is retrospectively even expected. Unlike quasiparticles, collective excitations result from the ORGA-
NIZED aggregate behavior of the object (usually a lattice). A coherent collective excitation is one which is united and
forms an entire uniform constant phase relationship. The pulsing RF signal may be that. It may reveal some of those
factors that contribute to increase the likelihood of possible fusion. These might include electrical charging of the
cathode to a high negative voltage, or the deuteron or ion band structure, or Bloch-symmetric Bose—Bloch condensates
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[40—43], or plasmon exchange, or electron screening, or the increased effective mass of the deuterons due to polarons
which occur in the crystalline lattice and other dielectrics used. They may also be tied to Phusons (***) [34,35], or
other reported/theoretical ideas in CF/LANR used to enable successful movement through the Coulomb barrier, and
therefore towards successful CF/LANR.

These other theoretical ideas include Lou Dechiaro’s recognition of coherence among self-sustained maser lon-
gitudinal modes in a CF/LANR system which might well related to the Fourier components of the nuclear quantum
wavefunctions as taught by Vyssotsky, Adamenko, and Dubinko.

4.9.2. Detection of Coulomb barrier loss?

It may be that such resonance(s) involving wavefunction coherence, as now detected [30,31], may also lead to quantum
mechanical movements, perhaps even along with the disappearance of the Coulomb barrier under the right conditions
(ICCF22 [44]).

4.10. Phuson theory (**%)

The Phuson theory incorporates the observed products and the energy levels, and explains the branching ratios based
on the thermal energies available [34]. It also explains the origin of the excess heat in active LANR systems. In
addition, it explains why there is a relative absence of strong neutron and gamma ray emissions in LANR. The gamma
emission branch from the excited state of *He* is actually spin-forbidden for both hot and cold fusion. However,
at higher hot fusion temperatures the restriction is lifted slightly so that some gammas are seen, and not zero. This
spin-forbiddenness of gamma emission is therefore consistent to what is seen for both hot and cold fusion. The Phuson
theory also correctly describes the relative absence of neutrons emissions in LANR.

The only nuclear branches available are those whose band gaps are surmountable by the available activation energy
(limited by the ambient temperature and incident radiation). The neutron emission branch is more than 1 MeV above
the first excited state (*He*). Hot fusion has large activation energies available (it is hot). LANR does not. In LANR,
given the actual much smaller amount of thermal energy, kg *7" available for LANR (~ 1/25 eV), absence of adequate
activation energy decisively means that the branch is NOT available, as it is for hot fusion. There results: lattice heating
(excess heat) and de novo “He. Neutrons are not observed, helium 4 production is in its stead [34,15].

5. Conclusion
5.1. RF findings summary

(1) Active CF/LANR systems, both aqueous and nanomaterial, emit very narrow bandwidth RF emission peaks
(ca. 327.37 MHz), in the DL; 327.348 MHz region [30]. The high Q(> 1.2 x 10°) and Zeeman response
indicate maser action.

(2) There is the appearance of maser line sidebands (superhyperifine lines) with increasing voltage. They appear
by resonance broadening and energy exchange processes [30,31]. Resonance broadening occurs when the per-
turbing particle is of the same type as the emitting particle and it introduces the possibility of energy exchange
processes. The resonance broadening goes as 1/r3. The data uniquely show the nearby sites surrounding the
active site in an active nickel CF/LANR system. The superhyperfine sideband line (SHFL) structure (Fig. 1)
has been analyzed for the aqueous nickel MOAC system in its active mode [31].

(3) We report this unique pulsatile superhyperfine RF line (PSHFL) with periods of minutes. It is unlike everything
else examined over two years from Earth and galactic origin, and only associated with XSH from an ordinary
water nickel CF/LANR system.
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(4) These pulses are not the result of mode locking. Laser mode locking involves hundreds of half-wavelengths,
enabling interaction of different mode orders; but this 327 MHz LANR maser has only single-mode (half
wavelength) operation. Laser mode locked pulses are separated by the Fabry—Perot cavity transit time but the
327 MHz LANR maser pulsing sideband is characterized by times which are minutes. Finally, laser mode
locked pulses have a Gaussian or a hyperbolic-secant-squared (sech2) pulse shape but the 327 CF/LANR
maser’s pulses appear as near step functions.

(5) It may herald quantum mechanical movements or even perforation through the Coulomb barrier.

5.2. Complete LANR model based on RF LANR findings

The complete model involves the saturation of the Pd by D. This is the expected full amount that can be contained
therein, and is a function of temperature. The fractional saturation and its interactions with the phonons and the
interstitials and vacancies within the palladium better explain how LANR works. Simply put, there is injection of
deuterons into the vacancies by the sudden catastrophic desaturation of highly loaded Pd. That is followed by a
quasiparticle which drives the desired reaction by coupling to the lattice.

The firsts step is that successful LANR begins with loading of the lattice, the kinetics of which can be described
by the quasi-1-dimensional model of loading [16,19,31,32]. LANR, after loading, then has at least two coherent
excitation/quasiparticles in its successful action. These sections will describe the pathway to successful activity in
LANR. What is described here is a multistep process to LANR. Then there occurs a coherent excitation involving
the catastrophic active media forming deuteron flux and very rapidly filling of the vacancies (CAM theory). Under
some circumstances, as discussed by Takahashi, Scott and Talbot Chubb and others, there can occur in the lattice the
formation of de novo helium 4 (*He*). Finally, in the fourth irreversible step there is the de-excitation through the
PHUSON coherent particle [34,35]. These steps, and the energy levels explain the observations of LANR — including
the excess heat, and the lack of significant emissions.

5.3. Quasi-one-dimensional loading model

As discussed at ICCF-4, we suggest a series of reversible reactions which lead up to a final irreversible step. The
series includes an intermediate state which is called apo-*He* (meaning that which occurs before the “He* is seen).
apo-*He* is on the way to becoming the excited helium state, “He*, located about 22 MeV above the ground state
of helium. If the conditions are perfect, “He* can then become de novo “He and heat the lattice, where it appears as
excess heat. If successful, then in the highly loaded lattice (n D within the Pd, which is ignored in this equation):

The LANR reaction begins in the extremely difficult-to-achieve highly-loaded Group VIII lattice. There is a critical
content of loaded Pd for activity, generally described as a requirement of >~ 0.85 [15]. Understanding this system
requires continuum electromechanics as well as electrochemistry.

5.4. Loading requires positive deuteron flux

Deuteron flux is examined here by the quasi-1-dimensional model of loading which shows that conventional electroly-
sis is WRONG and a red herring, and is why many have trouble achieving successful LANR. The quasi-1-dimensional
equations [32,33] also show the way to optimal results. These equations explain some of the difficulties from 1989 on,
and they DO NOT DEPEND upon equilibrium conditions, and in fact they make successful predictions (both unlike
the relatively useless Nernst equation). There are several components of deuteron flux. They must be considered,
including entry into the metal (Jg), movement to gas evolution (Ji), and an extremely tiny loss by potential fusion
reactions (Jg). Jip is a pathway afforded by the high impedance spiral PHUSOR® -type LANR component (not to be
confused with the PHUSON).
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At the cathodic metal surface, several components of deuteron flux must be considered; entry into the metal (Jg),
movement to gas evolution (Jg), and an extremely tiny loss by potential fusion reactions (Jr). Jip is a pathway
afforded with a metamaterial [22].

DG, 1)
D dz

Equation (1) describes the flow. Jp is the flux of deuterons, Bp is their diffusivity, and up is their electrophoretic
mobility. The deuterons can enter the metal forming a binary alloy. Deuterons which enter (load) into the palladium
lattice drift from shallow to deeper sites within the palladium, obstructed by ordinary hydrogen at interfaces and
grain boundary dislocations. The quasi-1-dimensional model begins with the Navier-Stokes equations which describe
flow for fluids and other materials in continuum electrodynamics [45]. Dividing each flux by the local deuteron
concentration yields the first order deuteron flux constants, kg, kg, and kr (cm/s), respectively. They are linked as
follows through Gauss’ law and integral equations.

kg = (up * E) — (kg + kp)- 2)

This shows absolutely clearly that LANR can be missed by insufficient loading, contamination (affecting kg, e.g.
by protium), and by the evolution of Dy gas, which all inhibit the desired reactions. This also shows that the first
order deuteron loading rate equation teaches that the deuteron gain by the lattice depends on the applied electric field
MINUS the loss of deuterons from gas evolution (kg ) and fusion (kr). (consistent with conservation of mass).

Furthermore, when the deuteron flux equation is modified by the Einstein relation, the first term now has geometric,
material factors, and the ratio of two energies [the applied electric energy organizing the deuterons divided by kT,
thermal disorder). The modified deuteron flux equation reveals how competitive gas evolving reactions destroy the
desired reactions, and how the ratio of the applied electric field energy to thermal energy (kg * T') are both decisive in
successful LANR experiments [21,15].

Step 1: (A reversible step) Loading of palladium by deuterons

do
Jp =B up (DG, ] 7 (1)

_ BD * qV
k‘E = 7L[kB ” T} (ij + kF) 3)

5.5. Catastrophic Active Medium driven deuterons and Anderson focusing

The next key movements on the road to successful cold fusion (i.e. LANR) begin with the D within the highly loaded

Pd. The deuterons are driven by catastrophic desaturation following local temperature increase. This desaturaton and

the rise time to produce by positive feedback are described by the CAM (catastrophic active media) model. Briefly,

after loading (Step 1), there can —under some conditions — occur Step 2 which is the CAM-driven filling of vacancies.
Step 2: (A reversible step) CAM formation of apo-*He? in hyperloaded vacancies

D + D(observed via pulsatile quantum action) = *He*. 4)

In summary, the CAM reactions drive the loaded deuterons to the vacancy sites. Catastrophic Active Medium
(CAM) model [16] of LANR considers the deuteron solubility in, and the unusual solubility—temperature relationship
with, palladium. Unlike most metals characterized by low solubility (~one deuteron per 10,000 metal atoms), the
deuteron solubility in palladium is quite large and decreases with temperature.
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Takahashi has denoted that clusters of 4 and 6 may especially enable these desired reactions. The CAM model first
treats the metallic Pd lattice, into which isotopic fuel is loaded, like a vase for the D (emphore, from amphora), and
follows the changes in partial saturation of the Pd with D.

Second, the model adds in the fact that the Pd is an active medium capable of rapid desorption of deuterons,
thus with recruitment potential of even more deuterons. This can happen in a paroxysmal and catastrophic way with
feedback effects. This has a profound impact on increasing deuteron recruitment, which means the increase of heat
produces even more suddenly available deuterons by desorption of D from the Pd (positive feedback [46]). Third, the
model reflects that the metallic Pd lattice is heterogeneous, and the model considers all types of sites in which the
intraelectrode deuterons can reside, including deeper traps supplementing the octahedral and tetrahedral sites. Most
importantly, the model documents that the loaded Pd is an active medium capable of rapid deuteron desorption and
redistribution (shown in Fig. 4 by 7¢), and that there can also be movements into vacancies, and Anderson focusing (a
solid state effect which focuses D flux into vacancies).

It is the movement of deuterons from throughout the loaded palladium to the active sites that begins the LANR
process, and it is augmented by feedback, by phonon-flux coupling, and by the confinement (discussed in the CAM
theory from ICCF-4 when the nuclear active site was first introduced). A partial CAM computer model (from ICCF-4)
relating the normalized deuteron fugacity, temperature, and the fractional saturation (Fig 4) shows the relationship of
loading, deuterium, and temperature within the cathode. This has been shown to be qualitatively consistent with some
experimental observations, as confirmed by Martin Fleischman after ICCF-4.

The model shows that although the deuteron fugacity (©p pq) (Where fugacity is related to the deuteron pressure
rises slightly, thereafter the deuteron saturation curve in Fig. 4 falls rapidly for the loaded palladium. There is a 7-fold
decrease in content from 5 to 50°C. Prior to destruction of the lattice through cracks and dislocations and rupture,
this desaturation creates an increase in the intrinsic pressure (fugacity) which follows the intraelectrode deuteron flux
from redistribution. Because of the fractional saturation-temperature effect, dynamic inversion of I'p pq () occurs as

CAM THEORY
Pressure
1 - xD
Temperature
Fractional PD
Saturation
Ip
180% ——— /
TIME —»

Figure 4. Catastrophic redistribution of deuterons (described by CAM theory). Temperature and loading as a function of time — the theoretic
results of a sudden CAM desaturation of a palladium electrode with respect to deuterons. As the palladium heats up (in positive feedback), the
solubility of the D in it decreases, leading to a massive falloff of the fractional saturations (D/(PdD) % defined as I'p). This drives the deuterons by
the CAM catastrophic desaturation into the vacancies which are the site of the LANR reactions.
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©Op.pa (t) and temperature reach crescendo levels. As a result, after sufficient time, the active site (compartment 2) is
suddenly and catastrophically fed deuterons from the large vicinal volumes of the crystalline palladium lattice (com-
partment 1), further increasing the likelihood of additional temperature-incrementing reactions. Eventually, however,
the crystal lattice is unable to survive intact, and instead the surface energy normally is required to prevent the palla-
dium from escaping, becomes insufficient and the reactants continue to move from their normal sites to accumulate in
compartment 2 by the catastrophic reactions and thereby maintain close contact for the desired reactions.

The surface energy required to rupture the palladium prevents the escape of the reactants as they continue to
accumulate by the catastrophic reactions and thereby maintain close contact for the desired reactions. Positive feedback
comes from the catastrophic behavior secondary to the saturation-temperature relationship. However, when the internal
pressures are able to exceed the energy needed to create fresh new surfaces in the palladium, leakage then occurs and
the sample becomes, at best, locoregionally inactive.

5.6. Phusons and successful LANR

The lattice enables this reversible reaction through internal conversion [40—43]. The critical reaction proceeds and is
described by either band states and/or Bose—Einstein states, and other interaction models. It is enabled by the collective
excitations of phonons. In addition, it is reasonable to assume that conditions may enable formation of 4He* if and
when there is sufficient activation energy [27, 47-49].

Looking closer at the phonons and their role: Cold fusion is enabled by the collective excitations of phonons. After
adequate containment time and flux, there is near commensurate amount of excess heat observed in LANR, with the ash
which is de novo He*. Phonon de-excitation modes apparently produce transitional times significant for enabling *He*
to “He transitions which involving recruitment of sufficient numbers of lattice sites and their associated phonons. The
temperature rise occurs as the acoustical and optical phonons are eventually unable to carry off all the momentum and
the excess energy of the reactions appears and grows. This process is the unique feature that allows LANR to occur
with energy transfer to the lattice which does enable the desired reactions if and when there is sufficient activation
energy [27,47-49] The penultimate critical (~ 20 MeV) transition shown above is enabled by the coherent Phuson,
enabled by phonons, Hagelstein’s lossy spin bosons, and magnons [9,15]. Hagelstein incorporates the optical phonons
in his theory. Swartz at ICCF20 has shown these to also, obvious by coherent antiStokes spectroscopy, include acoustic
phonons [11,12,18].

5.7. Phuson quasiparticle enables coherent collective de-excitation

The pulsing RF superhyperfine bands interacting may be the Phuson quasiparticle. The coherent means of excitation of
the lattice, the Phuson [34,35], enables LANR by coherent transfer of energy from “He* to the lattice in a process which
is consistent with conventional physics, and where it appears as excess heat [15] and de novo “*He. As discussed in the
original paper, the PHUSON theory has a mechanism which incorporates the observed products, and the energy levels
to all those branches. As a result, it succinctly explains the differences in observed outputs, including the observed
excess heat as ' rises. It also explains the different branches observed near room temperature (LANR) and at hot fusion
temps. The temperature rise occurs as the acoustical and optical phonons become unable to carry off all the momentum
and excess energy of the reactions. In this step (Step 3), there is a critical IRREVERSIBLE (~ 20 MeV) transition that
is coherent by PHUSON, enabled by phonons and magnons. The Phuson is a coherent particle of the lattice. Simply
put, the Phusons, coherent excitation objects/particles cooperatively transfer energy from the megavoltage energy of
the “He* to the lattice.

Step 3: (An irreversible step) de-excitation by Phuson/Phonons (in lattice) to He*
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“He*[via PHUSON-coherent transfer | = (%) = ‘He

(%) requires phonons and magnons

®)

The coherent de-exciting PHUSON enables the massive energy loss by way of lossy spin bosons processes in-
volving phonons and (as we have shown at ICCF-18) magnons. There are many factors that contribute to increase the
likelihood of possible fusion: electrical charging of the cathode to a high negative voltage, the deuteron band structure,
Bloch-symmetric Bose-Bloch condensates, plasmon exchange, electron screening, and the increased effective mass of
the deuterons due to polarons which occur in the crystalline lattice and other dielectrics used.

6. Conclusions
6.1. LANR RF emission summary

Active CF/LANR systems, both aqueous and nanomaterial, emit very narrow bandwidth hyperfine RF emission peaks
(ca. 327.37 MHz), which are located very close to the theoretical DL; 327.348 MHz) region, and they exhibit a large
Q(> 1.2 x 10%), which is the ratio of the bandwidth at half power to the frequency. RF identification and recognition
of CF/LANR RF emission from the active state is important. In the future, RF detection, like coherent antiStokes
spectroscopy [11-13,18] can be used, aimed at the phenomenon’s location, to discern the conditions of the desired
active XSH-producing driven state.

6.2. Confirmation of fuel — Deuterons free radicals

These results confirm that in active CF/LANR systems deuterons are making helium-4 which generates the observed
excess energy in the active state [50,17].

6.3. Derivation of the active site — FCC vacancies

At higher applied driving voltages, a superhyperfine line structure of sidebands appears, and that this revelation gives
more insight into the volume and stereoconstellation around the active site. The fuel generates the fusion product and
at least some of these reactions occur in face center cubic (Pd FCC) vacancy for palladium (in PdD) or Zr (in ZrOs).
Vacancies, as predicted at ICCF-4 [46], are the site of some of the desired reaction in these active systems.

6.4. Real time mass—energy intralattice spectroscopy

In active CF/LANR systems, the loaded deuterons work together from their vacancy sites to enable continuation of the
desired XSH-producing reactions within the loaded Group VIII metal. At least some of their emitting RF radiation
superhyperfine line peaks, located at the DL heralding the inverted population, are observed to be pulsing. This action
may herald quantum movements of energy and matter within an active XSH-producing PdD lattice. With the new
information derived from the RF superhyperfine pulsing data and analysis, one can uncover where the highest energy
precursor to the final state spatially occurs and observe in real time mass-energy transfers within the high loaded Group
VIII lattice.
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FCC Vacancies in ZrO,PdD are the Active LANR Site
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Abstract

Active lattice assisted nuclear reaction (LANR) systems emit very narrow bandwidth hyperfine radiofrequency (RF) emission peaks
(ca. 327.37 MHz) signaling their LANR activity. This RF frequency is very close to the theoretical Deuteron-Line (DL; 327.348
MHz) proving that D is the fuel. Neither the maser emission, nor the revealing sidebands (superhyperfine structure) appear when the
components are electrically driven at subthreshold voltage or when driven in electrical avalanche mode. The RF emission sidebands
provide unique information about the conditions of the desired active LANR state.
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1. Overview of CF/LANR D-Line Hyperfine RF Emissions

Active lattice assisted nuclear reactions (LANR) systems, both aqueous and nanomaterial (ZrO, PdD preloaded
Nanor®-type LANR components [1-12] operated carefully below their avalanche voltage[4]), emit very narrow
bandwidth radiofrequency (RF) emission peaks (ca. 327.37 MHz), in the Deuteron-Line (DL; 327.348 MHz) re-
gion [13,14]. The high Q (1.2-9 x 10%) and Zeeman response indicate maser action. Higher applied voltages have
revealed sidebands (superhyperfine line (SHFL) structure). These are non-Zeeman splitting because there are no ad-
ditional significant applied H-fields. Analysis of the positions of the non-Zeeman SHFL splittings yields great insight
into the LANR active site not otherwise available (Fig. 1). It is important that the RF DL hyperfine emissions come
only from LANR (CF) active cells containing high loaded levels of deuterons.

Figure 1 is a four section analysis of the superhyperfine structure of Nan0r®—type component 7-4 using a
frequency—time plot. The top shows the actual SHFL sideband structure for Nanor™>-type component #7-4, driven
at ~10 V. This is a “waterfall” plot and intensity is shown as a function of frequency. The exact width of the SHFL
splitting’s dispacement, as a function of frequency, results from resonance broadening (RB) which occurs from per-
turbing deuterons located elsewhere, such as other vacancies, through energy exchange processes. RB impact was
derived for the first four closest neighbor sites using the fact that the RB interaction decreases as 1/r2. As discussed in
detail below, analysis such as shown in Fig. 1 demonstrates this nearest neighbor RB analysis. Here, the N an0r®-type

*Mitchell R. Swartz ScD, MD, EE, AC1ER, E-mail: drswartz@nanortech.com.
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Figure 1. Analysis of an active ZrO2PdD component’s frequency-time plot.

component 7-4 is driven at sufficient voltage so that the additional SHF lines appear. Below, this is followed by as-
signments (labeled “Hypothesis’) based upon nearest neighbor location and the expected resonance broadening falloff.
The middle and bottom of the figure show the expected results for two different gendanken active sites: face and body
centered cubic (FCC, BCC), respectively, both the coordination numbers (height) and expected deviation (to the right
for frequency) are shown based upon known locations for both FCC and BCC lattice arrangements.

Figure 1 shows considerable overlap of the expected locations (in solid color) in the midgraph and the frequency
singularities above them for the FCC lattice, but not the BCC lattice. It thus reveals that the key D* reactions occur
in a lattice which is face center cubic (FCC). In Fig. 1, note the better overlap of the expected FCC locations in the
midgraph, unlike the BCC lattice. The coordination numbers (CN) also better match for the FCC lattice. The location
of the excited state deuterium is a vacancy within a slightly modified FCC lattice. The multiplet near the second nearest
neighbor might herald that this is a zirconia at a rhombic corner (one phase of ZrOs is isoequivalent to a FCC vacancy)
or an atom of zirconium (or other magnetic impurity) within the PdD lattice. This appears to confirm the prediction
(ICCF-4 [16]) which also relates to the mechanism of fuel entering the active site — being a vacancy.

The results in nickel are more complex and demonstrate a range of FCC and body centered cubic (BCC) vacan-
cies, possibly heralding new metallurgic phases. These discoveries add semiquantitative material science supporting
theories that cite vacancies [16] as the site of the desired LANR reactions, with deuterons as its “fuel” to form de novo
4He.

Importantly, the D-line emission RF from active LANR systems confirms the role of atomic deuterium in LANR.
It also heralds, and here identifies, the lattice connections between the loaded deuterons. This demonstrates that LANR
active state’s RF emission creates a new method to observe LANR systems, and especially LANR’s difficult-to-attain
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most-desired mode. The remainder of this paper is discussed these energy and matter power spectra.

2. Background
2.1. Hyperfine emission in radioastronomy

This effort links CF/LANR with the tools and methods of the science of radioastronomy which studies the universe by
measuring RF emissions from several GHz to the far infrared. Together, the H-L and DL have provided understanding
of the matter distribution through the known universe; providing information from post-Big Bang times just after
recombination through reionization to the present. In radioastronomy, DL and HL observations have greatly improved
human understanding of the extent, and interactions of galaxies, both now and back to a few hundred thousand years
after the Big Bang.

2.2. Hyperfine emission from free radical hydrogen

The word deuterium indicates the deuteron has positive charge, but it is a charge neutral free radical with an unpaired
electron. The energy states result from the interaction between the deuteron’s electron’s spin and its own nuclear spin.
Deuterium is light enough that isospin is a good symmetry. The proton and neutron are both fermions, and a state
containing two of them must be antisymmetric under exchange. The nuclear spin results from the fact that the proton
and neutron interact by strong force. Because parallel electric currents attract, the parallel magnetic dipole moments
(that is with antiparallel spins) has the lowest energy. The difference is a photon at 1420 MHz for hydrogen and
327.348 MHz for deuterium.

2.3. Long emission times heralded by narrow bandwidth

Because atomic deuterium and atomic hydrogen have no electric moment, the energy transition between the two states
is highly forbidden. That means there is an extremely small transition rate of ~2.9 x 10~ per second, which correlates
to a mean lifetime of the excited state of ca. 10 million years. Therefore, simply put, a spontaneous transition between
these states does not normally occur on Earth — unless induced using a hydrogen maser. But it is observed in astronomy.
As a corollary, because of the long mean lifetime, the line has an extremely small natural width — as uniquely seen
here.

3. Experimental
3.1. Materials — Aqueous nickel LANR system

There are three parts to the detection and analysis of the CF/LANR superhyperfine structure. First, the RF emissions
are collected. Second, they are examined as a function of frequency, electric drive state, using ohmic and other
controls. Finally, the data was examined to determine what type of loaded Group VIII lattice structure would produce
the observed superhyperfine sideband structure. This is shown below for an active XSH-producing aqueous nickel
CF/LANR system (MOAC type; “Mother of all Cathodes”), and for two dry preloaded palladium zirconia CF/LANR
components (NAN OR® -type).

Our first experimental surveys began with preliminary amateur radio and LANR investigations that examined
and resolved, for the first time, the apparent absence of Hydrogen Line (HL) and presence of Deuterium Line (DL)
emissions from the MOAC LANR (ordinary water) aqueous system electrically driven during its active mode [17,18].
The MOAC cell has a 3 1 capacity with a cathode weighing 2.132 kg (#46 hard drawn smooth nickel wire with an area
of ca. 240,000 cm?). The electrolyte was a dilute carbonate solution in laboratory distilled deionized “ordinary” water.
For the calorimetry, calibration was determined by ohmic controls and other methods, as discussed elsewhere [19-32].
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3.2. Dry, preloaded LANR NANOR® -type components

The second investigations were a preliminary set of experiments looking for possible solid-state LANR maser action
at 327.7 MHz (such as in Fig. 1) resulting from electrically driving ZrOsPdD preloaded Nanor®—type LANR compo-
nents [1-12], carefully below their avalanche voltage [4] when excess heat is known to cease. These LANR systems
examined are two-terminal component with a cylindrical shape and active CF/LANR core.

The dry, preloaded nanocomposite components have at their core ZrO,—PdD nanostructured material. They are
smaller than 2 cm length, with 30-200 mg of active LANR material. Although small in size, the LANR excess power
density is more than 19,500 W/kg of nanostructured material. The small, preloaded, dry components have enabled
the way to higher instantaneous power gain, total energy gain, imaging, emissions, open demonstrations, and a better
understanding of the impact of applied magnetic fields, and electrical transconduction [1-12].

Our previous studies and reports have been directed to both avoiding the avalanche voltage and approaching the
optimal operating point (OOP) of the system [31]. Most importantly, we have demonstrated that several electrical
transconduction states exist, but that only one is active, desired, and capable of producing “excess heat” [10,18,25].
Beyond the region of electrical avalanche, the previously active preloaded LANR quantum electronic components give
a thermal output similar to a standard ohmic control (a carbon composition resistor). Despite driving at higher input
electrical power, on other side of the electrical avalanche, these NANORY-type components act as little more than
electrical resistors which — when in electrical avalanche mode — are conventionally dissipative, not over-unity, and
therefore are functionally “dead” with respect to producing excess heat.

3.3. Methods — RF emission detection system

Figure 2 shows the arrangement of detecting the RF emissions. SDR receivers (RTL-brand and the like) were used
because of their high dynamic range, high bandpass stability, and excellent out-of-band rejection. The images shown
are dynamic gradient with time markers on the left-hand side. The sample rate was 3.2 million samples per sec-
ond (MSPS). Upper sideband (USB) was used to minimize imaging. Resolution was the highest achievable with a
Blackman-Harris 4 window, although Bo Gardmark suggests using Hann or Hamming windows for improved signal
to noise ratio (SNR) along with a AD8317 log detector.

The sensitivity of this detection system (SNR) is proportional to A+/Z, where A is the antenna’s collecting area,
and ¢ is the integration time. What is not explicitly shown in Fig. 4, but is therefore quite important, is that the data
is meticulously collected over several minutes to hours, as it is integrated/analyzed over time and as a function of
frequency.

The LANR-emitted RF signals are weak, and therefore the antenna is made with an aperture as large as possible,
and the collection is for as long a time as possible. Current investigations use three antennae: reflector, Yagi, and
a convenient “duck” antenna system. The latter fit easily into the resonance chamber. Although often ignored, the
antenna feed line loss was significant and had to be addressed for this iteration of experimental runs. The coaxial
improvement for this version (CNT400) was significant with 90 db gain per standardized length.

3.4. Resonant chamber

A 36 inch long metallic case was used as the resonant cavity with the half wavelength set vertically. It contains the
antenna, beginning of transmission line, and NANOR® type component. A white envelope is used, surrounding the
NANOR®-type CF/LANR component to easily detect, and to protect against, falling or extravasated nanomaterials.
For the experiment, the door was shut, sealed, covered with aluminum foil and connected to a driven copper rod driven
into the Earth.
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Figure 2. Block diagram of the system used for the HL and DL receiver system. Shown is a block diagram representation for the CF/LANR
emitter, the antenna, line feeds and transmission lines (including serious line loss), the ferrites, the control signal generator, the Gas FET amplifier,
the most relevant standing wave ratio (SWR) points to match, computation and software defined receiver (SDR). The use of antenna analyzers and
matching decreased the SWR from ca. 20+ to 2-3. The use of military grade coax (CNT400) decreased the transmission line loss by 490 db, and
the low noise amplifier (LNA) provided an additional +20 db gain. Ferrites are used to minimize shield currents and radio frequency interference
(RFI) from nearby active equipment.

3.5. Galactic control

Interference has been considered, and eliminated, by monitoring over several weeks, and comparison to known fre-
quency dispersions and examination of bandwidth. Changes as a function of time and/or frequency have led to the
identification of modulated (military in this band) signals, and galactic input. Possible television transmitters, cell
phones, microwave appliances, and ionospheric noise (QRN) have not been a significant problem at these frequencies
given the long term monitoring and pre-identification. Investigators should use well-ground Faraday cages, and are
advised that it may take weeks to understand the background. However, not having a detailed understanding of the
vast background does not preclude using the D-line to monitor and better understand CF/LANR.

For each experiment, attention has been necessarily made to the location of the Galactic center, and, when possible,
measurements have been made when the Earth is optimally shielding emissions from the galactic center. This was
found to be much less needed once the resonator box was correctly grounded. As background, the Galactic center
continuum is reported to have nonthermal background of ~500 K (with a 25 element sub-array, 23 dB gain, 12° beam
width, 12 m? effective aperture). The Galactic anticenter has a non-thermal background of ~70 K and, therefore, any
deuterium excitation temperature >130 K causes appearance of RF emissions.

3.6. Ohmic controls

In this case, for this paper, the controls included having nothing in the Faraday cage with full double shielding as
discussed above, and included having the NANOR® type component present in the cage but being NOT electrically
driven. In addition, controls included having in the same electrical circuit an electrically driven ohmic control instead
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of the NANOR® type component. In this case, the ohmic control consisted of a carbon resistor, but in the future both
wire-wound and film resistors should also also be examined.

The possibility of RF emissions from ohmic controls were observed in the driven samples. None were seen.
Figure 7 shows the RF emissions in the region from 327.340 to 327.420 MHz (the D-Line region) for two ohmic
(thermal) controls. There were no peaks directly associated with driving the ohmic controls even at much higher
electrical input power levels. Only the original galactic background was seen unchanged from electrically driving the
ohmic controls — unlike the CF/LANR components which received less than 0.1% of the power delivered to this ohmic
controls and gave blazing maser outputs. What was not used for this paper was a NANOR® type component loaded
with ordinary hydrogen. That must also be done in the future.

3.7. Signal generator control

Under a Faraday cage, signal generator controls were employed to check frequency and normal bandwidth. These RF
intensity plots taken in the D-Line Region demonstrate the difference between the output of the signal generator (a
conventional oscillator) and the NANOR®—type component. The signal generator had a Qless than 2.3 x 10*. By
contrast, the RF emissions obtained from the NANORY -type component had a Q greater than 1.2 x 10 . This narrow
bandwidth (high @) heralds maser activity.

3.8. Zeeman splitting of peak by an external magnetic field

It was found that a magnetic field parallel to the major resonant cavity axis caused clear Zeeman splitting and which
which decreased when the magnetic field was moved perpendicular to the major axis. This Zeeman effects/observation
id consistent with reports of masers [33].

3.9. Evanescent peaks and wideband emissions

The new narrow bandwidth RF emission peaks disappear with removal of the applied voltage. Despite a much faster
rise time when maser action first appears after initiating electrical drive, there is a slower fall-off of the RF emissions
within several (~3—4) minutes after electrical drive is terminated. The emissions are also characterized by a much
smaller amount of energy disturbed over a region of wider bandwidth. This is similar to other observed masers [34].

4. Results
4.1. RF emissions from active aqueous Ni MOAC

This experimental survey began with preliminary amateur radio and LANR investigations that examined and resolved,
for the first time, the apparent absence of HL and presence of DL emissions from the MOAC LANR (ordinary water)
aqueous system electrically driven during its active mode [13]. The HL and DL were regions were examined with the
MOAC off over weeks, to learn the galactic (followed by the zodiac) rhythm. The initial HL results were inconclusive
but with recent improvements in sensitivity and selectivity, further investigations are warranted.

The DL results showed something else. Figure 3 is composed of three curves showing the output of an aqueous
Ni/Ho0D2O/Pt system MOAC-type, at three moments in time, at three moments in time; post-loading no further
electrical input, electrical drive at the optimal operating point, and just beyond that input power. Figure 3 shows these
RF emissions from an active aqueous Ni LANR system. The figure shows the data for experiment E31 = 180 503
with the driving power off, and then at 10 V and 45 mA electrical current, and then at 20 V and ~200 mA electrical
current. Figure 3 compares the emission in the RF region between ~327.25 and ~327.5 MHz (the D-Line region) for
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Figure 3. Comparison of the D-Line RF emissions from the aqueous MOAC in three different electrical current drives; each separated by vertical
lines. The first on the left-hand side is where MOAC was OFF, after having been run for a considerable time. The second two were — at these
moments — electrically driven at two input power levels. The central curve had its electrical drive point was very close to the peak of the optimal
operating point (OOP) manifold [1,31].

the MOAC while off and while it was electrically driven at two levels (top of OOP [1,31]), and just to the right of the
peak. The figure shows the data for Experiment E31 = 180 503 at 10 V and 45 mA electrical current.

Attention is directed to the fact that there are distinguishable differences in both the integrated amplitude near that
region, and in the nature of the superhyperfine structure (sidebands). The increased emission in the D-Line region is
apparent.

This is important for several reasons. First, it proves that D is the fuel. Second, the RF emission demonstrates
that the deuteron, in the excited pre-*He state is a D free radical. Third, the emission is normally forbidden on Earth,
and here it shows up ONLY when there is excess heat. Thus, this is important because it is a signal for working,
active LANR systems, providing information on the activity. For that information these sidebands are analyzed below.
Because of the positive results in the aqueous system, it was also elected to further investigate the dry, preloaded
NANORY-type components for possible RF emission, too.

4.2. RF emissions from preloaded Pd NANOR® -type components

There were also positive results (analyzed below) from the dry preloaded NANOR® -type components.

Unlike the result from the ohmic resistors, there is a clear LANR-related narrow bandwidth maser line emission
resulting ONLY from electrically driving some of these ZrOsPdD preloaded Nanor® -type LANR components (7-4,7-
5, and others) below the avalanche voltage (e.g. Fig. 4 and see [10,13]). These very narrow bandwidth emission peaks
(some singular, and others with sidebands) are hundreds of Hertz wide in a frequency band of 327 MHz. The narrow
bandwidth RF emission peaks which appear with electrical drive are located very close to the expected emission of
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Figure 4. Appearance of maser line. Shown is the Intensity of the RF emissions in the region from 327.360 to 327.370 MHz (the D-Line region)
as a function of frequency and applied electrical potential to the NANOR® type component N7-4. A high () output is seen at 327.364 MHz. The
other RF emission line on the right is galactic in origin.

deuterium.

Figures 1, 5, and 7 are the images showing the superhyperfine output a prefilled nanostructured PdAD-ZrO, material.
Figure 1 shows the instantaneous intensity vs. frequency output on top, and a waterfall image of the superhyperfine
structure with intensity at various times, vs. frequency.

This is important for several reasons. First, it proves that D is also the fuel for the dry preloaded LANR components.
Second, the RF DL emission again appears ONLY when there is excess heat and NOT when they are subthreshold
voltage and NOT when they are in avalanche mode. As importantly, the RF maser emission and sidebands ONLY
occur for several LANR components and NOT when other components are substituted for them. As with the aqueous
LANR system, this is important because it is a signal for working, active nanomaterial LANR systems, providing
information on the activity.

4.3. Larger voltages reveal superhyperfine line spectra

There are voltage dependent sub-hyperfine (hereinafter called “superhyperfine”) peaks. The applied voltage increase
yielding this display of superhyperfine sideband structure can be seen in Fig. 5. At higher electrical input power,
some peaks increase in amplitude (327.3839 MHz) and additional peaks appear. The newly appearing peaks, like the
previous LANR-active RF DL peaks are evanescent when the power is turned off; and can be seen to disappear in the



134 M.R. Swartz / Journal of Condensed Matter Nuclear Science 33 (2020) 126—144

E80-181117S N7-4 4th Run
‘ 26 volts Multispec finally clearer

327.363 | 327.364 327.3687 327.3731

\ /327.3647 ‘ p 327.3727 )
! MJ MNLWM \)M er\“d WJ]M L\WWMWWWNMWWW"
|

327.367 327.3703

327.374

G Frequency —>

Figure 5. Superhyperfine structure of RFDL-LANR emission. This is a frequency—time plot of the driven LANR component. Note the appearance
of a central maser line which is NOT the highest amplitude. Shown is the RF intensity as a function of frequency in the D-Line region for the
NANOR®—type component N7-4, and increased drive potential was used to bring out the peaks. Improved grounding was used to maximally
remove may other interfering signals (QRM) and atmospheric noise (QRN). The null to the right of the 327.367 MHz complex is an error in the
equipment/receiver that usually is placed outside of the examined region.

lowest graph (the return to off).

It might be important to note that the RF maser emission occurred at lower driving voltages than had been used to
elicit other diagnostic techniques such as CMORE spectroscopy looking for antiStokes lines. It is unclear the reason,
or why higher trans-sample voltages below threshold electrical avalanche voltage, elicited the superhyperfine lines (DL
sidebands) appear.

This needs to be further investigated as a function of input current, as well as power, because analysis may yield
information on the collisions which lead to the desired reactions, as well as the material science.

This analysis begins with attention directed to Figures 1, 5 and 7. They show the superhyperfine structure of the RF
DL-LANR emission of D-loaded Pd in its active state. It is an image showing the superhyperfine output of a prefilled
nanostructured PAD-ZrO, material. It has an instantaneous intensity vs. frequency output of the driven active LANR
component on top, and a waterfall image of the superhyperfine structure with intensity at various times, vs. frequency.
Shown is the RF Intensity as a function of frequency in the D-Line region for the NANOR®-type component N7-4,
and increased drive potential was used to bring out the peaks. Improved grounding was used to maximally remove
may other interfering signals (QRM) and atmospheric noise (QRN). The main peak (at 327.3687 MHz) and several
peaks of the superhyperfine structure (sidebands) are shown. A receiver artifact is shown. This null to the right of the
327.367 MHz complex is an error in the equipment/receiver that usually is placed outside of the examined region.

Figures 1,5, and 7 have information which enables analysis of the D-Line RF emission using the superhyperfine
structure. These RF emission lines are first analyzed for symmetry (Fig. 7), and then for their amplitude and positions
as a function of frequency (Fig. 1). Figure 1 is an image showing the superhyperfine output of a prefilled nanostructured
PdD—ZrO, material, with intensity vs. frequency output on top, and two hypothetical (gendanken) exceptions of
locations of said outputs when resonance broadening and location in the lattice are both considered.

Only after the LANR components are electrically driven into the active XSH-producing state, the data is collected.
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The information is obtained by an analytical system which measures, or derives, the coordination numbers determined
by the normalized intensities of the superhyperfine peaks, and the resonance broadening determined by the translational
distance of each of the superhyperfine peaks from the central peak. This is important for at least three reasons. First,
the superhyperfine structure does NOT appear when the components are at subthreshold driving voltage, and NOT
when they are in electrical avalanche mode, nor when other components are substituted for them. Second, the RF
emission provides unique information about the driving/controlling/limiting conditions of the desired state of active
CF/LANR. Third, it yields characteristics regarding the location within the lattice.

5. Interpretation
5.1. Analysis of superhyperfine line spectra

The emissions have very narrow bandwidth. The @ (frequency over half power bandwidth) has ranged from 1.2 x
10° to some measurements at high as 9 x 105. This is because in the microwave region, at the DL line, spontaneous
emission can be neglected [26] supported by the fact that atomic deuterium as occurs in Group VIII binary metals has
no electric dipole moment. As in outer space, because atomic deuterium and hydrogen have no electric moment, this
transition between these two states is highly forbidden with an extremely small transition rate.

It is unclear why the emission frequency is not precisely the same as for free radical deuterium. It may be per-
turbations of the electron orbits in D secondary to the Ni or Pd in which it is a binary alloy. It may also arise from
magnetic Ni or Pd atoms which impact the hyperfine, and now superhyperfine, splitting. The Pd!?> (abundance 22%)
has a nonzero nuclear magnetic moment, and we have discussed some of these magnetic Pd effects in this magnetized
LANR components [10].

This paper reports that the LANR induced RF DL-emissions yield insight into LANR active site, the LANR active
excited state, and the periodic magnetic locations surrounding the RF emitter. As a result, as shown below, these
energy and matter-magnetic field intensity power spectra can be analyzed to give metallurgical and material science
information not otherwise available.

It is believed that the separations results because of resonance broadening which occurs when the perturbing par-
ticle is of the same type as the emitting particle and it introduces the possibility of energy exchange processes. The
resonance broadening goes as T%, where r is the distance from the active CF/LANR site.

Most importantly, this paper reports that the hyperfine structure of some of these LANR DL appear consistent with
the RF-emitting deuteron being located in an FCC vacancy for Pd systems. This is important, and it also reveals insight
into the stereoconstellation surrounding the LANR active site.

5.2. Asymmetry analysis of PdD superhyperfine structure

These RF emission lines have been analyzed first for asymmetry, and then for their amplitude and positions as a
function of frequency. This analysis begins with attention directed to Fig. 7. Start with the arrow and focus on that
line above the arrow: note the near mirror appearance of the singlets and the multiplet. The arrow marks appear is
the actual central line around which all the lines and spacings are somewhat symmetric. Note that this is by spacing.
Unlike “normal” spectroscopy, it is not symmetric by intensity. In this case, the arrow marks the central CF/LANR RF
maser D-Line which is NOT the highest amplitude. The asymmetry is 7% for the 1st closest position. For the more
complex range of the superhyperfine structures the variation is ~10 4+/-5%. It is 13% for the third closest position.

These are actually far smaller than the 50% discussed and noted in the literature for some other Zeeman splitting
[15,35].

In Fig. 6, also note that during drift towards a stable monochromatic frequency, the sidebands in the superhyperfine
structure move together.
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Figure 6. Connected drift of superhyperfine structure of RFDL-LANR emission. This is a frequency—time plot of a driven LANR component
showing drift and shift (hunting) behavior. Shown is the RF intensity emission, before stabilization, as a function of frequency in the D-Line region
for the NANOR® type component N7-4, and increased drive potential was used to bring out the peaks. Improved grounding was used to maximally
remove other interfering signals and QRN.

5.3. Identification of PdD closest neighbors

Figure 1 shows that the LANR induced RF DL-emissions yield insight into LANR active site and the LANR active
excited state. As a result, as shown below, these energy and matter-magnetic field intensity power spectra can be
analyzed to give metallurgical and material science information not otherwise available.

Understanding the analysis of the superhyperfine structure of the D-line emission of the LANR active state begins
with an examination of the closest neighbors in the palladium lattice — which is face centered cubic. Consider, within
the lattice, the first four levels of closest neighbors which exist, and are now examined, around a gendanken FCC Pd
vacancy. In such an FCC lattice, at any point, there are 12 first closest neighbors. They each have a distance of 1/2
lattice spacing away. Therefore, it is said that the coordination number (CN) is 12 and the separation distance, d, is
al2.

First closest neighbor CN = 12, d = a/2, where « is the lattice spacing.

Next, there are 8 s closest neighbors. These are located on opposite walls of the unit cell. The distance of separation,
d, in this case, is the unit cell distance divided by the square root of two.

Second closest neighbor CN= 8, d = a/\/i
Then, there are six third closest neighbors. They are located one lattice space away in each of the six directions. That
makes d equal to a, the lattice spacing.

Third closest neighbor CN= 6, d = a.

Finally, the fourth closest neighbors are eight in number, and located at the opposite vertices of the two units abutting
the face centered cubic palladium site under analysis. In this case, the separation distance, d, is the lattice spacing
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Figure 7. Asymettry analysis of Pd superhyperfine splitting. Shown is the superhyperfine spectrum of D-loaded Pd in its active state. The bottom
half is optically mirror-reversed around the center, showing that there is not exact symmetry.

times the square root of 3/2.
Fourth closest neighbor CN= 8, d = a+/3/2.

5.4. Impact of closest neighbors on superhyperfine spectrum

Resonance broadening occurs when the perturbing particle (in this case deuterons in other vacancies) is of the same
type as the emitting particle (a deuteron emitting at the D-line), and that will introduce the possibility of an energy
exchange process. Using the results of Table 1, specifically the resonance broadening (or relative magnetic field
intensities depending upon the model) which should be directly proportional to the hyperfine splitting. Thus, the ratios
of the impact of resonance broadening (or magnetic impact) were derived for the first four closest neighbor sites, and
then superposition used.

These ratios, derived in Table 1, are shown semiquantitatively in Fig. 8 normalized to the strongest (putative closest
neighbor) line. Incidentally, the variation in distance in the Column 3 should come into play in the Dicke narrowing
contributing to the high Q.

Resonance broadening falls off is the cube root of the distance. Thus, the 1/r3 characterizes the falloff of the
resonance interaction, and the constellation of these superhyperfine peaks are a means to identify, where in the lattice
from where they come. This is done by examining the overlap of expected peaks/lines and actual derived peaks
(superhyperfine lines) as a function of said frequency.
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Thus, the ratios of RB impact were derived for the first four closest neighbor sites, and then superposition used.
The first column in Table 1 are the nearest neighbors by position for Pd. The second column normalizes the lattice
spacing. The third column is therefore the relative distance, followed by the coordination number in column four. The
final column contains the expected resonance broadening, which like derived relative magnetic field intensities, falls
off as 1/r3. Normalization was made to the largest observed line. Incidentally, the variation in distance in the Column
3 should come into play in the Dicke narrowing contributing to the high ). Attention is now made to determine the
lattice geometric parameters and which phase (such a FCC or BCC) the lattice is comprised.

5.5. Vacancy (FCC) is the active site

These CF/LANR-induced RF emission lines, superhyperfine lines, have been analyzed (Fig. 1). It is an image showing
the superhyperfine output of a prefilled nanostructured PdAD—ZrO, material, Nanor\~-type component 7-4. The figure
shows the lattice analysis of this active PdD component from its RF emission frequency-time plot.

At the top of Fig. 1 is the intensity as a function of frequency plot, in a waterfall @resentation of the experimental
findings by frequency horizontally, as a function of time vertically. Here, the Nanor'™-type component 7-4 is driven
at sufficient voltage that the additional lines appear. In the middle of Fig. 1, some of the peaks are identified. This
is simplified in that, for example, the triplet is treated as a single peak. At the bottom of Fig. 1, shown are the
coordination number and expected deviations by calculated resonance broadening at each putative active site based
upon known locations for both FCC and BCC lattice arrangements. The expected resonance broadening has falloff
which does decrease as 1/73.

Attention is directed to the two hypothetical (gendanken) expectations of locations of said outputs when resonance
broadening and location in the lattice are both considered for a FCC lattice vs. a BCC lattice, for comparison. Each
compares the expected findings for four nearest neighbors. Each has the horizontal distance related to the inverse
cube of the distance, d. Also shown is the coordination number, for each. The figure shows considerable overlap
of the expected locations in the mid-graph and the frequency singularities above them for the FCC lattice, but not
the BCC lattice. The FCC locations and BCC locations respectively must be compared with what is observed. The
normalizations for each are made for the first closest neighbor.

FCC is a much closer match than BCC, and thus the actual lattice of Pd heralds the location of the active site. Thus,
most importantly, analysis of the amplitude and positions as a function of frequency of the superhyperfine structure
of these LANR DL emissions appear consistent with the RF-emitting deuteron being in an excited atomic state and
being in a slightly modified palladium (Pd) vacancy within the Pd FCC lattice vacancy. This is important, and it also
reveals insight into the stereoconstellation surrounding the LANR active site. The data uniquely shows the positions
of nearby sites vicinal to an emitter, and they appear to be at nearest neighbor FCC locations, which closely match
what is observed (Fig. 1). Simply put, the results in Fig. 8 show that the palladium vacancy is, as predicted at ICCF-4
(Swartz), the site of the desired reaction in these active systems.

Furthermore, for the lower RF frequencies, there is another indication that the coordination number is qualitatively

Table 1. Impact of resonance broadening from nearest neighbor locations in Pd FCC normalized to the
first closest neighbor.

Nearest Spacing  Rel distance to CE coordination  Rel. resonance broadening field
neighbor vacancy number intensity at DL emission location
First 1 0.50 12 1

Second 1 0.7072 8 0.3533

Third 1 1.0 6 0.125

Fourth 1 1.2248 8 0.06801
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associated with what is seen. The output qualitatively appears to match the intensity of some of the lines for the FCC
lattice.

If the magnitudes of the received outputs are qualitatively related to the expected emissions by coordination num-
ber, then the band at 327.364 MHz (blue band) is in fact the largest at the lower frequencies, as expected. This may
explain why the center peak is NOT the highest in magnitude (unlike Zeeman splitting).

5.6. Other changes observed in ZrO;—PdD
5.6.1. Fourth closest neighbor merged with second closest neighbor

Furthermore, upon close inspection, the spectra provide information on the interactions between active sites, in situ.
Specifically, the lower RF frequencies also suggest that the coordination number is qualitatively associated with what
is seen — except for the following.

The second closest neighbors are now different. Also this comes from interaction with half of the fourth closest
neighbors. Analysis of the superhyperfine structure is consistent with what appears to be loss of coordination number
(CN) meaning a change in structure with fewer in that position and some of the elsewhere including a new interaction
causing an apparent change in magnetic properties of, the fourth and second closest neighbors, respectively (Figs. 1
and 7). Specifically, it appears that part of the fourth nearest neighbors are now interacting with the second closest
neighbors creating a superhyperfine structure within (green band).

5.6.2. Third closest neighbor demonstrates multiplet substructure

The superhyperfine structure indicates a multiplet at the position of, and possibly due to a new, second nearest neighbor.
This might mean that this results from the active site being near, or in, the zirconium oxide, at a rhombic corner. That
location is magnetically closely isoequivalent to an FCC vacancy (Fig. 1). Alternatively, it might mean that an atom
of zirconium (or impurity therein the oxide) may have entered the Pd lattice, as has been suggested [30].

5.7. Analysis of non-Zeeman superhyperfine splitting for NiD

The RF emission lines have been analyzed more closely of the data derived from the aqueous nickel MOAC system in
its active mode (Figs. 9 and 10). Figure 9 shows the asymmetry analysis. It is much closer to a theoretical mirror, than
for the Pd system.

5.8. Identification of NiD closest neighbors

Figure 10 shows the experimental findings on the top. This presents the data by frequency horizontally, as a function of
time vertically. The graph on the bottom shows the expected relative resonance effect (or alternatively magnetic field
intensity) for each of the closest neighbors, and has the horizontal distance related to the inverse cube of the distance,
d , for BOTH an FCC lattice, and BCC lattice. Analysis of the amplitude and positions as a function of frequency
strongly suggest that the hydride nickel has changed in phase from a simple FCC lattice.

The data uniquely shows the nearby sites surrounding the active site in an active nickel CF/LANR system. Note
that some locations appear to have further splitting, and there are what appear to be two slightly different layers within
the new phase, or two new phases.

The minority report must include that the vacancy might be in rhombic ZrO, which is also an FCC.
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Figure 8. Possible vacancy sites to consider on ZrOgz. The first possible site is in the rhombic formation, which is near FCC in stereoconstellation
(left). Oxygen vacancies should be considered even though inconsistent with the present group of sidebands (superhyperfine lines; right).
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Figure 9. Asymmetry analysis of nickel superhyperfine splitting. Shown is the superhyperfine DL spectrum of the hydrogen loaded nicke]l MOAC
in its active state (40 V, 200 mA). Note that the bottom half is simply reversed horizontally around the arrow to enable comparison of the left and
right. The frequencies of the widest, and central, peaks are identified. For both cases, in this instance, the center is identified by the arrow. Attention
is directed to the symmetry.
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6. Conclusions

Active CF/LANR systems, both aqueous and nanomaterial, emit very narrow bandwidth RF emission peaks (ca. 327.37
MHz), which are located very close to the theoretical Deuteron-Line (DL; 327.348 MHz) region, and they exhibit a
large Q (>1.2 x 10°), which is the ratio of the bandwidth at half power to the frequency [13]. This paper demonstrates
that at higher applied driving voltage, a superhyperfine line structure of sidebands appears, and this revelation gives
more insight into the volume and stereoconstellation around the active site.

6.1. Confirmation of fuel

These results confirm that in active CF/LANR systems deuterons are making helium-4 which generates the observed
excess energy in the active state [17,37]. This excess energy has a very large specific density making it comparable
to other systems [38]. The fuel generates the fusion product and at least some of these reactions occur in face center
cubic (Pd FCC) vacancy for palladium (in PdD) or Zr (in ZrO>).

6.2. Derivation of the active site

Analysis using putative nearest neighbors indicates a possible location of the deuteron free radical during its RF
emission. Vacancies, as predicted at ICCF-4 [16], are apparently the site of some of the desired reaction in these
active systems. The coordination number is qualitatively associated with what is seen, except for some possibly very
important changes. The second closest neighbors are now different. And this appears to have come from interaction
with half of the fourth closest neighbors, with either that interaction of additional paramagnetic (possible lattice Zr in
Pd contamination) factors, changing the singlet to multiplet.

The results in nickel are much more complex and demonstrate a range of both FCC and BCC vacancies, possibly
heralding new metallurgic phases.

6.3. Summary

Detection, RF identification and recognition of LANR RF emission from the active state are important. The reasons
include information about the activity, location of, and changes to, the active site.

In the future, RF detection, like coherent antiStokes spectroscopy [11,12,32], can be used to detect the active —
rate-limiting—excited (desired) state. These also discern data from the phenomenon’s location, including some of the
conditions requisite to attain the desired active XSH-producing driven state.

In the next paper [14], another important detail of the superhyperfine line structure of sidebands will be discussed.
It appears that in active CF/LANR systems, the loaded deuterons work together from their vacancy sites, disappearing
two at a time from those deuterons decorating the binary alloy, to enable continuation of the desired XSH-producing
reactions within the loaded Group VIII metal. At least some of their emitting RF radiation superhyperfine line peaks,
located at the DL heralding the inverted population, are observed to be pulsing. This action may herald quantum
movements of energy and matter within an active XSH-producing PdD Lattice.
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Figure 10. Lattice analysis of active MOAC’s frequency—time plot. This figure shows an analysis of the active MOAC’s (nickel cathode) super-
hyperfine structure using a frequency—time plot and, below it, implied assignment based upon nearest neighbor location and the expected magnetic
field intensity (falloff-1/r3 model). Top: Intensity as a function of frequency in a Waterfall. Here, the MOAC is electrically driven to produce
excess power. Middle: Some of the peaks (those for FCC, for simplicity) identified. Bottom: Coordination number and expected deviation for each
calculated magnetic field strength at the putative active site based upon known locations for both FCC and BCC lattice arrangements. The figure
shows considerable overlap of the expected locations for the FCC lattice, and the BCC lattice. This may be consistent with the new phases seen for
electrochemically loaded nickel [36].
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Elliptic Tracks: Evidence For Superluminal Electrons?
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Abstract

In the literature of Low-Energy Nuclear Reactions (LENR), particle tracks in photographic emulsions (and other materials) associ-
ated with certain electrical discharges have been reported. Some Russian and French researchers have considered these particles to
be magnetic monopoles. The mechanisms of energy deposition and track formation, while among the most important properties, are
contradictory and the least understood of all of the observations. Our method of producing these tracks differs markedly from most
other studies in that no electrical discharge is used as a source. Rather, tracks are created with a simple uniform exposure to photons.
This simpler method of producing exactly the same tracks supports a more comprehensive exploration of particle track properties.
Out of 750 exposures with this method, elliptic particle tracks were detected, 22 of which were compared to Bohr—Sommerfeld
electron orbits in an idealized model. Ellipses fitted to the tracks were found to have quantized semi-major axis sizes with ratios of
~ n? / a? to corresponding Bohr—Sommerfeld hydrogen ellipses. This prompts inquiry relevant to magnetic monopoles due to the
n? / o? force difference between magnetic charge and electric charge using the Schwinger quantization condition. Analogy with the
electron indicates that the elliptic tracks could be created by a bound magnetically charged particle with mass m,, = 1.45 x 1073
eV/ic?, yet with superluminal velocities. Using a modified extended relativity model, m, becomes the relativistic mass of a su-
perluminal electron, with mg = 5.11 X 10° eV/c?, the fine structure constant becomes a mass ratio and charge quantization is
the result of two states of the electron. Relevance of this new model is considered in light of the observed inconsistencies in track
formation.

© 2020 ISCMNS. All rights reserved. ISSN  2227-3123

Keywords: Elliptic orbits, Faster-than-light, Kepler orbits, LENR, Monopoles, Particle tracks, Photographic emulsion, Strange
radiation, Superluminal, Tachyons

1. Introduction

In this paper evidence is reported for quantized elliptic tracks in photographic emulsions with sizes expected of bound
magnetic monopoles, yet requiring velocities greater than the speed of light, indicating particles with superluminal
electric charge.

Preliminary measurement of the first recognized elliptic track detection showed a size difference, to within a few
percent of 1372n? ~ n?/a? larger than an n = 7 Bohr-Sommerfeld hydrogen electron orbit, o~ 2 being the difference

*E-mail: keith@restframe.com.
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in force between electrons and magnetic monopoles using Schwinger quantization, i.e. Eq. (2). This runs contrary to
current expectations suggesting magnetic monopole bound states with smaller (e.g. 7.2 x 10718 m) orbit sizes [1] than
bound electrons in hydrogen.

Additional experiments provided a collection of elliptic track candidates that were fitted to ellipses. The resulting
track fits were quantized according to semi-major axis size, (see Fig. 1) and therefore energy, (see Section 5.3)
according to E(™ = hv(™) indicating a new particle exhibiting properties of magnetic monopoles. Analogy with the
electron and orbit sizes suggest faster-than-light velocities.

Analysis of the results leads to a new model of extended relativity restricted to bound states using a scale trans-
formation rather than the usual superluminal Lorentz transformation (SLT), resulting in the fine structure constant as a
mass ratio and a new proposed explanation for charge quantization.

2. Elliptic Tracks

In earlier work [2], properties of new and unusual tracks in photographic emulsions were analyzed and classified. The
source of the tracks was unidentified. Analysis showed track configurations clearly distinct from those observed before
in nuclear track studies [3], but directly corresponding to tracks from certain studies including:
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Figure 1. Quantized ellipse semi-major axis sizes. Ellipses between n = 8 and n = 3.5 are shown to be quantized as half integer values. Ellipses
less than n = 3.5 are quantized by quarter integer values. Error bars represent the combined standard uncertainty of the semi-major axis size.
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(1) exposure of emulsions during bombardment by low-energy ions in electric explosion of metallic wires and thin
foils [4-7],

(2) exposure of emulsions during low-energy discharges in water and excitation of beta-decay products by a mag-
netic field [8],

(3) exposure of emulsions and Pd electrodes during glow discharge plasma processes [9],

(4) exposure of special semiconductor layers during the super-compression of solid targets using electron beams
[10], and,

(5) exposures of photographic emulsions, CR-39 (with and without etching), PMMA, and glass during picosecond
laser irradiation of electrodes [11].

Ivoilov [8] called this unknown source a control background.

Using a simple brief uniform amplifying exposure of photons on photographic emulsions exposed to the environ-
ment (as in e.g. a cosmic ray study) duplicates virtually all of the track types presented in the list of studies above.
This technique is called photon amplification.

The advantages of photon amplification are:

(1) Tracks can be readily seen in the plastic layer as well as the emulsion layer of photographic films.

(2) Compared to electric discharge sources, simple conditions of the exposure to light bypasses the need for elab-
orate laboratory setups and hence more data can be gathered (hundreds of exposures) and the phenomenon can
be studied more deeply.

(3) Amplification or sensitization of the photographic emulsion due to the uniform photon exposure increases the
sensitivity of the photographic emulsion to photons and charged particles.

(4) Detector sensitivity is re-zeroed at a higher level by the uniform photon exposure so as to react to tearing down
as well as building up of latent image. White tracks are detected as well as black tracks.

(5) The light sensitive volume element of the photographic emulsion registers track images of usual time-like
particles, which travel through space and, (if they were to exist and are detectable), space-like particles, which
would travel through time, since the detector is continually active until the time of development.

This study is concerned primarily with tracks, in photographic emulsions coated on a plastic base, produced during
(or after) brief exposures to light. These exposures to light produce a uniform background density on development.
Tracks in emulsion are registered against this background density in addition to tracks registered in the plastic base.

Supplemental uniform exposures of photons followed by or combined with imagewise fluxes of particles (tradi-
tionally photons) can enhance the sensitivity of photographic emulsions [12]. Giving the supplemental exposure prior
to the imagewise exposure is called pre-exposure [13] or pre-flashing. Giving the supplemental exposure during the
same time interval is called concurrent photon amplification [14]. These techniques were used experimentally by
photographic scientists and practically in astronomy and in autoradiography, but (outside of the present study) appar-
ently never used with emulsions for detection of charged particle tracks (nuclear track studies). One of the critical
questions to be answered is how is it possible that a particle, responsible for these tracks, has so far evaded detection,
especially with a history of perhaps 150 years of the scientific use of photographic emulsions. Here are some possible
explanations:

(1) Since the tracks are generally microscopic effects, they would not normally be recognized in non-uniform
(standard pictorial photography) backgrounds and, if seen, they would be easy to dismiss or ignore as a pro-
cessing errors, light leaks or other artifacts.

(2) Since (apparently) no nuclear track studies, that is where emulsions were scanned by greater than ~ 250z
magnification, used supplementary photon exposures as amplification, the probability of these new types of
tracks remaining unrecognized would be increased.
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Figure 2. Track be (see also Table 1). The semi-major axis size of a,, = 4078.6 &= 14.6m is related to the semi-major axis size of an n = 8
electron in hydrogen, ae by a.m,/1372n? ~ ae. a.) Least-squares fit of z,y track coordinates to ellipse overlayed on processed track image. b.)
Track after image processing and background eradication. c.) Photo montage of track.

(3) In the case where no supplemental photon exposure is required to create a baseline background of clear tracks
(in plastic base or gelatin), and where magnification greater than ~ 250 x was used to scan emulsions, these
tracks may well have not been the object of the search or not of interest, being clear rather than black, or they
may have been mistaken for something else like surface damage (cf. [7]).

(4) Inthe case where no supplemental photon exposure is used and where black tracks, as were reported here, were
registered on the film and the film was scanned with greater than ~ 250 x magnification, then it is possible that
these tracks were treated as unidentified and never looked at in a deeper way.

(5) In general, the rate of detection/recognition and the flux (see Section 3.7) was reduced and more capricious
compared to objects being studied, decreasing the chance of recognition.

For electrically (magnetically) charged particles, it is expected that magnetic fields (electric fields) applied perpendicu-
larly to the plane of particle motion will produce helical curvature and it is expected that electric fields (magnetic fields)
applied transversely to the plane of particle motion will produce parabolic curvature. In [2] the possibility of parabolic
curvature in magnetic fields for these tracks was incorrectly asserted. In a large number of experiments using applied
magnetic fields from ~ 6.0 x 10~*to ~ 0.7 T, and electric fields from ~ 1 x 10° to 2 x 10° V/m, these particles have
not, so far, appeared to follow helical or parabolic paths. Rather, they appear to move in other unpredictable ways.
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During these experiments, however, repeatable evidence has been found for tracks with elliptic curvature occurring
in the presence or absence of applied electric and/or magnetic fields (see Figs. 2—7 and 10). Detection of elliptic
curvature is probably the most significant breakthrough in the study of these tracks, providing the possibility to com-
pute, under certain assumptions, via purely geometrical considerations, properties of particles capable of creating these
tracks.

3. Experimental
3.1. Technique

Experiments between May 2014 and December 2017 used uniform photon amplification of films with applied magnetic
and electric fields in various configurations. Results were scanned for curved tracks.

Film types Arista Ortho Litho 3.0 or Rollei Ortho 25 were exposed both in 10.2 cm x 12.7 cm and 3 cm x 12.7
cm sheets. LED and applied electric and magnetic field exposures were controlled using an Arduino Uno.

3.2. LED exposure

Two or four white LEDs at a 3—6 cm distance from the film plane were turned on simultaneously for a 50-2000 ms
exposure. Various white LED lamps were used for the uniform amplifying exposure. These LEDs have a typical
luminous intensity of 1250 + 15% mcd.

3.3. Applied fields
Abbreviations in boldface appear in the legend of Table 1.

e DM Permanent magnet.

N45 NdFeB Disc magnet,
flux density = 1.32 T,
radius = 9 mm,

height = 3 mm.

O O O O

e BM Permanent magnet.
o N40 NdFeB block magnet,

o flux density = 1.26 T,
o 50 mm x 50 mm x 20 mm.

e YM Permanent magnet

o N42 NdFeB Yoked magnet,
o flux density = 0.5 T (center line between poles perpendicular to the X,y plane of the film),
o 100 mm x 6 mm X 9 mm.

o AH Anti-Helmholtz Coil.

number of turns = 10,
current per coil =3.0 A,
coil radius = 12.7 cm,

H Field at center = 0.0 A/m,

O O O O
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o flux density at center = 0.0 T,
o 15.96 m of 14 AWG wire,
o aligned with horizontal vector of earth’s magnetic field.

e S1 Solenoid.

turns = 2703,

length = 0.76 m,

radius = 0.053 m,

Amperes = 3.0,

flux density = 1.35 x1072 T,

aligned with horizontal vector of earth’s magnetic field and at vertical angle between 0° and 68°,
oriented with the negative side of the coil closest to the exposure.

O O O O O O O

e S2 Solenoid.

turns = 2703,

length =0.76 m,

radius = 0.053 m,

Amperes = 5.0,

flux density = 2.24x1072 T,

aligned with horizontal vector of earth’s magnetic field and at vertical angle between 0° and 68°,
oriented with the negative side of the coil closest to the exposure.

O O O O O O O

e E1 Electric Field.

1.4 x 105 V/m,

copper electrodes,

3 cm separation,

in direction of orbital plane.

O O O O

e E2 Electric Field.

2.4 x 10° V/m,

copper electrodes,

3 cm separation,

in direction of orbital plane.

O O O O

3.4. Handling, development and processing

Film was handled only using vinyl gloves. Under recommended safelight illumination, the film was marked to indicate
orientation and placed onto the exposure stage, normally in a north-south direction.

Film was then developed for 90 s immediately after exposure. Development was stopped with a water bath,
normally fixed and dried. Using a Leitz Metalloplan microscope with a large stage, developed film was scanned
at low magnification. At higher magnifications, selected tracks were measured using an eyepiece reticle calibrated
with a stage micrometer and photographed using plano objectives and a calibrated Peltier-cooled 12 MP Jenoptik
ProgRes C14 camera. Selected images were then aligned in mosaics, processed, measured and analyzed using ImageJ
microscopy software and a set of custom track processing routines written in Python.
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Figure 3. Track lee2, n = 2.75 showing ellipse at “end” of track. “Clear” ellipse emerges as if ejected from straight track with both clear and
darkened components. Photographed at 160 x using a Leitz PL 16X objective.

3.5. Observations

Experiments were performed with various electric and magnetic field configurations and various levels of light am-
plification of more than 750 exposures comprising a total photosensitive area of more than 2.85 m?. No repeatable
curvature resulting from the application of electric or magnetic fields was observed. It is possible that the conditions
for electric or magnetic curvature of the particles was outside of the applied field strengths. It is also possible that ap-
plied fields played a role in the production of elliptic tracks. 102 of these tracks were candidates for elliptic curvature
analysis. About 20% of the track candidates showed excellent unambiguous fits to ellipses.

The elliptic track type is a partial ellipse (ellipse segment) and can be described as a comma track. This type of
curvature is observed either in standalone tracks or tracks indicating a particle decay event or a series of decays. If not
a stand alone track, ellipses commonly appear at one end of a track (see Fig. 3) or as an intermediary component of a
compound track, which may be a series of partial ellipses. Partial ellipses also commonly occur in pairs, multiples and
swarms as do non-ellipse tracks (cf. [2] and see Section 9.1. Partial ellipses can be registered as black tracks or white
tracks in the emulsion layer or clear tracks in the plastic base. On examination with 400 x magnification, along with the
darkening or bleaching of AgBr grains, many tracks show physical formation of voids, damage and/or ionization along
~ 90% of the track indicating particle traversal cutting a channel on the surface or directly through the AgBr/gelatin
layer and/or plastic base of the film. Daviau et al. [7] using confocal and scanning electron microscopes, make the
same point about particles cutting a groove or tunneling through layers of the emulsion and base. Due to the length
and smooth curvature of the tracks, this indicates a particle detection with unusual characteristics and appears to rule
out known charged particles.

In each case the elliptic tracks can be viewed as classical capture into and escape from a Kepler elliptic orbit in
the plane of the film. In Fig. 5 (Bottom), the initial particle, P; decays into P; and P,. P; is then captured into and
subsequently escapes from an elliptic orbit.

In analogy with the gravitational case, we assume orbital capture of (charged) particle P, with mass m is possible
due to a massive (charged) particle at the focus, F, of the ellipse in Fig. 5 (Bottom) with mass M > m (and opposite
charge). It is not clear why the particle escapes from the elliptic orbit.

Elliptic trajectories where n > 3 are observed to escape before aphelion. When n < 3, some ellipses are observed
to continue on until almost complete.
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3.6. Measurement

After creating a photomosaic of the track at high magnification, image processing is used to eradicate the background
and x,y coordinates are extracted. Entry and exit points are determined by test hand-fitting followed by automated
fitting using a progressive least-squares algorithm.

The procedure for measuring these tracks is as follows:

(1) Scan entire film for elliptic tracks using a microscope with 25x magnification.
(2) Locate elliptic track candidate and change to higher (>160x) magnification.
(3) Locate, measure and record fiducial points near to track.
(4) Photograph the track in sections.
(5) Reconstruct track using mosaic (photomontage) software.
(6) Scale x, y track coordinates to x, y image coordinates.
(7) Threshold track image (image processing).
(8) Eradicate background (image processing).
(9) Get track center x, y coordinates (image processing).
(10) Determine ellipse entry and exit points.
(11) Fitellipse to x, y coordinates.
(12) Report result as size of ellipse axes + error. See Table 1.

3.7. Particle flux

Based on an average exposure and processing time of 180s with a detector square area of ~ 3.8 x 107*m? and a
nominal five total tracks per exposure, these particles have a differential flux of ~ 1.2 m~2 s~! sr~!. This compares
with 1 m~2 s~! sr~! for 500 MeV electrons and 1.1 m—2 s~! sr~! for 500 MeV photons at sea level [15].

About 750 exposures with these parameters were carried out. Of these, 22 final ellipses were found, putting the
total ellipse track flux at ~ 1.8 x 1076 m=2 571,

0 20 40 60 80 100 120

x (um)

Figure 4. Track lee2, n = 2.75. (a) Ellipse fitted to track, semi-major axis size, a = 56.9 £ 13.0 pum. (b) After processing and background
eradication. (c) Photo at 1000 using Leitz PL. 100 x objective.
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Figure 5. Track me, n = 7. Top. Semi-major axis size a = 2391.6 £ 16.1 pm. Ten tile photomosaic at 160X using a Leitz PL 16X objective.
See Fig. 6 for closeup of track. Bottom. Capture into and escape from an elliptic orbit. (1) Initial particle, P, trajectory. (2) At point a.

Particle decays into P’ continuing on initial trajectory and Pe, which is captured into an elliptic orbit. (3) at point b. Particle escapes from the
elliptic orbit.

4. Framework for Analysis
4.1. 1/r? force tracks in film

A 1/7? central force and an orbiting particle are required to create an elliptic particle track in a nuclear track detector.
The central force involved is active over a range from ~ 2.54 x 1075 to 4.07 x 10~% m. The strong force, weak
force and gravity are negligible at these distances. Electrostatic central force is within the range with the largest known
electron orbits of order n ~ 1000 in Rydberg atoms with radius 10~ m [16], but is ruled out by the inability of tracks
of known charged particles to register smooth curvature in emulsions. The remaining possibility is magnetostatic
central force, i.e. a magnetic charge orbiting an opposite magnetic charge.

It is not possible for any known charged particle to record a significant part of an elliptic particle track or any
track with appreciable smooth curvature with attainable magnetic fields in photographic emulsions. In this sense,
these tracks are more like tracks in bubble chambers, that is, cutting through the relatively high density photographic
emulsion like a hot knife through butter. So, we have the unusual situation of a particle traveling through a detector
material as if that material had a much lower density than its known density and yet depositing very high levels of
energy [2,4,5,7,10].

For known charged particles, scattering of the particle obscures any curvature and the most that can be expected of

Figure 6. Detail of the n = 7 track showing track as blackened grains in dark area and as voids in plastic or gelatin in clear area. Note the
conventional pattern similar to an ionizing particle in an emulsion (cf. periodic tracks in [2] and references therein).
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Table 1. Ellipse semi-major, a, and semi-minor, b, axis measurements for each track along with associated
quantum number, applied field setup, film type and associated applied field effect.

No. track a(pm) b(pm) n Setup Film Effect

1 e2 4091.7£22.5 224134225 8.00 trans BM Rollei Stark

2 be 4078.6+14.6 1996.0+14.6 8.00 E1+S1@26° Arista Zeeman
3 ode 4077.0£16.1 1129.4+16.1 8.00 no field Arista none

4 abt 4076.6+10.3 1053.6+£10.3 8.00 E2+S1@68° Arista Zeeman
5 tiw 3141.0430.5 1474.4+30.5 7.50 no field Arista none

6 me 2391.6+t16.1 549.34+16.1 7.00 AH@0° DM Arista Stark

7 el 1773.24+24.9 1100.5+£24.9 6.50 trans BM Rollei Stark

8 ipe 1760.0+23.1 615.34+23.1 6.50 S1@68° Arista Stark

9 ego 908.9+21.8 505.84+21.8 5.50 S1@53° Arista Stark
10 ne 909.04+25.7 367.2425.7 5.50 El+YM Rollei Zeeman
11 bge 907.5+11.6 284.3+11.6 5.50 S1@53° Arista Stark
12 cavl 622.14+21.1 300.7421.1 5.00 S1@32° Arista Stark
13 mct 619.9+16.2 192.74+16.2 5.00 DM+S1@68°  Arista Stark

14 cce 621.1+7.3 173.84+7.3 5.00 S1@65° Arista Stark

15 edgee  254.2v7.4 104.8+7.4 4.00 S1@28° Arista Stark

16 sene 253.61+9.8 202.249.8 4.00 S1@65° Arista Stark

17 nne 149.84+13.1 83.0+13.1 3.50 S1@68° Arista Stark
18 ase 111.14£20.6 72.14£20.6 3.25 S1@53° Arista Stark
19 lee2 56.94+13.0 49.8+13.0 2.75 S1@68° Arista Stark
20 rse2 56.749.5 31.5+9.5 2.75 S1@65° Arista Stark
21 omse 38.1£6.2 36.0+6.2 2.50 S1@65° Arista Stark
22 avse2 25.6+£6.4 15.94+6.4 2.25 S2@18° Arista Stark

Applied field legend: AH is the anti-Helmholtz, S1 the Solenoid — 1.35x1072 T, S2 the Solenoid —
2.24x10~2 T, BM the Block Magnet — 1.26 T , DM the Disc Magnet — 1.32 T, YM the Yoked Magnet
—0.5T,El the 1.4 x 10° V/m, and E2 is the 2.4 x 105 V/m. See Section 3.3 for applied field details.
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Figure 7. Track ne, n = 5.5. (a) Ellipse fitted to track, semi-major axis size, a = 909.0 &£ 25.7 um. (b) Track after processing and background
eradication. (c) Mosaic of track photographed with Leitz PL 16 X objective.
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measurements of curvature occurring entirely within photographic emulsions due to applied magnetic fields is to find
the sign of charge [17].

Earlier studies [2,18] have detailed a catalog of tracks and associated properties such as have never been seen
before in nuclear track studies. Properties include track lengths of more than 6.6 cm, lack of visible delta rays (in-
dicating unconventional exposure), random motion trajectories (each containing dozens of extremely rare large-angle
deflections) [3], smoothness and uniformity of track width over most of a given track, regular periodic structure [2]
observation on many different film types and detector materials (see Section 2) correlated tracks and swarms [2], and
bundles or tracks with internal structure [2].

An idealized model is created, analyzing geometry of tracks, neglecting scattering and energy loss of the particle
as it travels through the detector material. Neglecting scattering could be considered as good approach based on the
visual observation of smooth curved tracks in emulsions.

4.2. Geometric analysis

Ordinarily calibration with a known particle track type is done in nuclear emulsions for particle identification via
particle energy loss. Since only geometric analysis of the tracks is being done in this case, this type of calibration is
not required.

4.3. Magnetic monopoles

Dirac [19] showed that quantized magnetic charges (hereafter monopoles) could explain the quantization of electric

charge and bring symmetry to Maxwell’s equations. But the symmetry is not complete since the value of magnetic

charge does not equal the value of electric charge.
The Dirac quantization condition [19],

(n) _ €cn

, =(0,£1,£2,43,...), 1
where o = k.e? /hc and k. = (4meg) ! with n = 2 gives
ec
g=2gp = —, 2
o

and is equivalent to the n = 1 Schwinger Quantization (g = 2gp) condition [20]. The Schwinger formulation removed
Dirac’s thin solenoid and gained rotational symmetry.

Using Eq. (1) with n = 1, the force between north and south magnetic poles is gopo(gp/e)? or 68.5% times
stronger than the force between electric charges and using Eq. (2), the force difference or ratio between magnetic and
electric charges is

2

2
somo (2) =25 (9= 20m), &)

or,withn =1, a2 = 1372,

If it exists, a classical monopole will move in an elliptic orbit around an oppositely charged pole at one focus and
that pole should have a mass much greater than the orbiting pole.

Based on analogy with the electron and using g = 2gp, the magnetic coupling constant

2
-1 g
=a =k, = 1g/4 4
Qo (63 k'rn hC (knL /,Lo/ 77)7 ( )

where subscripts of m indicate magnetic, is just the reciprocal of the fine structure constant, «.
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5. Particle Properties

In our idealized model, neglecting scattering and other perturbations to particle motion in the emulsion, fitted ellipses
are compared to Bohr—Sommerfeld ellipses and various particle properties are computed.

The semi-major axes of the fitted ellipses, a,,, differ from the semi-major axes, a., of corresponding Bohr—
Sommerfeld ellipses for hydrogen by ~ 1372n2. Using g = 2gp,

(n) 2
22, % 1
137°n° ~ 0 a )

where subscripts of e stand for the electron and superscripts of (n) denote principal quantum numbers. Semi-major
axis sizes and quantum numbers for the magnetic ellipses are determined using

() _ ()1
ay =ag" e (a =ec/g), (6)

where « is the Schwinger quantization from (2). See Table 2. These are compared with the collection of fitted ellipses.
In Fig. 1 measured ellipse sizes are shown to be quantized by half integer values from n = 8 to n = 3.5. Below
n = 3.5, ellipse sizes appear to be quantized by quarter integer values.

5.1. Monopole mass

All orbits including the Bohr radius follow the same relation as Eq. (5), so that with n = 1,
aom 1
om ™
Qe (0%

Using the formula for Bohr radius, ag. = h/meca, the analogous ag,, = h/mmcan and Eq. (7), monopole mass can

be written as

3
M = = ®)
(07
and from Eq. (4), am = a™ 1, s0
Mmm = mea = 1.45 x 10 %eV/c?, 9)

which leads to the fine structure constant, o = (1, /1, )'/*, as a mass ratio.
This value agrees with our independent prediction of monopole mass [21] based on g = 2gp (see Section 6.3).

Table 2. Ellipse semi-major axis size, am, energy, F, velocity, v and momentum,
p forn = {1 — 8}. Mass, mm = 1.45 X 103 eV/c2.

n am(m) E@V) v(m/s) p(eV/c)

9.93 x 10797 136 x 100! 411 x 10710 1,99 x 10-01
159 x 10795 851 x 10701  822x 10710 248 x 10-02
8.04x 1079 1.68x 10791 1.23x 10Tl 736 x 10793
254%x107%%  532%x10792 1.64 x 10t 3.11 x 10703
621 x107% 218x10792 205x 10Tt 159 x 10793
129 x 10793 1.05%x 10792 246 x 10711 920 x 10-04
238 %1079 567x10793 288 x 10Tl 580 x 10704
407%x1079  332x1079 329x 10Tl 388 x 10704

0N NN AW~
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5.2. Monopole velocity
The ground state orbital velocity of the electron in hydrogen is vo. = kee?/h = ca and the analogous ground state
orbital velocity of the bound monopole

— I 92_ -1
Vom = hm = = ca”, (10)

where vom > ¢, once seen as required yet unphysical [22] is postulated as required, physical and aptly symmetric [21]
with the electron, i.e. vge = co below ¢ and vg, = ca~! above ¢ (see also Table 3).

5.3. Quantized energy levels

For the electron in hydrogen, energy is quantized according to

62 EO .
B = —ke 2a0en® T; = ha™, (D
and for the bound monopole,
2
w_ 9 _Em_w
EY = kaaOmn4 =1 = '\, (12)

Note the n=2 vs. n~* difference between the electron and monopole.

5.4. Kepler period

Using g = 2¢p, the Kepler period for an electron in hydrogen and the monopole in a magnetic hydrogen analog,

3 3

Trgln) _ 27Ta0mn _ 27Taoen _ T(n) (13)

€

Vom Voe

are equal.

6. A New Superluminal Transformation
6.1. Extended relativity

The concept of special relativity extended to superluminal velocities was perhaps best put by Corben [23] where our
world is bifurcated at the speed of light with one sector (our regular world) moving at v2 < ¢? and the other sector
moving at v? > ¢ relative to us. The two sectors of the world are symmetric since what we observe as bradyons from
the v? < ¢? sector will be observed as tachyons from the v? > ¢? sector and vice-versa. Observations by physicists in
each world are defined as equivalent, but with rest frames at different relative velocities.

A cornerstone of the work done by Recami and others to extend special relativity to superluminal velocities is
the superluminal Lorentz transformation or SLT [24,25] that connects observations made in a v2 > ¢? frame with
observations made in the v? < ¢? frame. A superluminal particle property observed by a subluminal observer needs to
be transformed by an SLT to correspond to something that we would normally observe.

Using an SLT, length, time, momentum, energy and mass can all be transformed between v? < ¢2 and v? > c?
frames. Time-like vectors are transformed into space-like vectors and vice-versa. Velocity is transformed simply as
8 — 1/8 where = v/ec.
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2 2

In this framework, an electron from a v> > ¢? frame seen by an observer in a v> < ¢? frame is interpreted as
an electron with superluminal Lorentz-transformed properties and magnetic charge of g = —ec (bringing a more
complete symmetry to Maxwell’s equations). Slower-than-light monopoles are not predicted in this theory.

The collinear bi-dimensional (z,¢) SLT works without problems, but, when extended to four dimensions
(7,9, 2,t), it leads to imaginary quantities for certain measurements of v?> > ¢? objects and problems of how to
interpret these physically. It is possible to use a six-dimensional space for the SLT, but there can be difficulties with
the physical interpretation of two additional time dimensions.

If length is contracted using a collinear bi-dimensional transcendent [24] SLT along the x-axis and further (isotropic

scale) contracted by an EM shift of « in accordance with the Schwinger quantization condition where ar(n") = z,

al” =2 b =y, 0" =y,

(n) (n)
am (@) = ae 2 —1/2
n n = -1 , >1). (14
{bfn)(a):bé ) (v=( ) B >1) )
As an example using theoretical n = 8, ¢ = 2 ellipse data, ellipse size, orientation and eccentricity (£ = 0.95 — &' =
0.99) radically changes as a result of this hybrid SLT.
Using Recami’s multidimensional approach, the SLT simply inverts the quadratic form sign [26] of an object and
the shape of the monopole ellipse becomes

22 y?
Oszer](nTﬂzfl 5)
consisting of the area between an on-central-axis conic section,
2 2
y-
b[(nn)Z - a[(nn)Q ’ (16)
and a hyperbola,
2 2
2= b )

br(nn)2 - aI(I']n)Q

greatly distorted from the original ellipse with eccentricity, £’ > 1, as shown in Fig. 8.

A real (vs. complex) SLT by Rajput et al. [27] results in an ellipse with the same semi-major axis size, same
eccentricity,

The elliptic particle tracks we observe, (do they share geometrical properties of superluminal electrons?), do not
share the same semi-major axis size as their (presumed) subluminal counterparts and do not appear to be distorted.
That is, they appear to be scaled instead of stretched.

Figure 8. Recami type SLT of a theoretical n = 8, ¢ = 2 monopole ellipse.
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6.2. The Coulomb flip

If measured eccentricity corresponds to pure Bohr-Sommerfeld eccentricity, then, due to the a2 size change, the
transformation of ellipses in general needs to be an isotropic scale transformation instead of a translation along one
axis.

The ratio of measured eccentricity, £, to Bohr—Sommerfeld eccentricity, £;

£, (1—12/a2)""?
-+ = (18)
E pl(n2 — (0 +1))Y?
as aratio of averages over the 22 track values, (£,,)/(£;) = 0.99, and measured eccentricity corresponds well to Bohr—
Sommerfeld electron orbit eccentricity. This implies that the superluminal transformation, for this restricted case of
bound particles, should be a scale transformation.
The required transformation is just the force ratio, from Eq. (3), a scale ratio, dilatation (o=2) or contraction (a?)
between magnetic and electric force strengths, which could be called the Coulomb flip.
The one-dimensional basis Coulomb flips from 5 > 1to 8 < 1 are

Qe : O (0?) = (192)
ap:  aom () = age, (19b)
Vg ame (a?) = (19¢)
¢ kmg? (0?) = kee®. (19d)

Combining the basis transformations, Eqs. (19b)—(19d), and assuming £ is Coulomb flip invariant, transformations
for momentum, energy and mass are

h h _
— 5 — pu(a”?) =p., (20a)
aom o2 a()e
kmg® o2 kee? 0
_ E =F 2
2a0m ? 20,06 m(a ) € ( Ob)
h h
! mm(oz_4) = Me, (20c¢)

AomOmC a2a2 AgeQeC

and the monopole and electron properties can be transformed into one another using Coulomb flips with g = 2gp. In
the ground state, time, in Eq. (13) and energy in Eq. (20b) remain invariant.
The 2-dimensional Coulomb flip scales the standard equation of the monopole ellipse (upper ellipse in Fig. 9), by

the factor (n?a~2)2,
n2\? 22 Y2
(%) <ag¢>2+bg>2)‘1’ @b

to the electron ellipse (lower ellipse in Fig. 9).

Since measurements made on the v? < ¢® and v? > ¢? sides of the world use (z,y, ) quantities all scaled by the
same real factor, (n?a~2), extending Eq. (21) to three dimensions, imaginary quantities do not enter the equations
as they do in the determination of lengths orthogonal to the boost axis in the usual SLT. This scale transformation,
resulting from interpretation of experiments, may, as a side-effect, solve the imaginary quantities problem [28] of

SLTs.
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The relativistic scale transformation could be termed a Lorentz zoom as opposed to a Lorentz boost. Relativistic
scale transformations have been investigated by Nottale [29].

6.3. Equivalence of charges

Even though a superluminal particle’s observed (by a subluminal observer) charge state is magnetic, it should possess
exactly the same amount of charge in its own rest frame (the v? < ¢? frame) where the charge state is electric. This
is to say that v> > ¢? electric charge is observed by normal subluminal observers to be magnetic charge and that
subluminal magnetic charge does not exist [30,31].

As noted earlier, equivalence of charge along with considerations of special relativity prompted Recami et al. to
set g = —ec and abandon the Dirac quantization condition with respect to magnetic monopoles. In light of g = 2gp it
is possible to reconsider this issue.

The basis Coulomb flip for charge in Eq. (19d) shows that, after transformation, the magnetic charge is equivalent
to the electric charge in a v > ¢ frame observed from a v < ¢ frame. Solving for g in (19d) with ky/ke = 1 /02
yields g = ec/a, which is the Schwinger quantization condition. So the Coulomb flip for charge is just the Schwinger
quantization condition.

In an analysis of the Dirac quantization condition, Datta [22], found a new hierarchy of fundamental monopole
lengths, aom, Aem; Tom, (Bohr radius, Compton wavelength and classical ‘electron’ radius) and pointed out that
monopole bound states require superluminal ground state orbital velocities, but rejected the superluminal velocities
as unphysical.

With acceptance of the required superluminal velocities and g = 2¢gp, a new hierarchy of fundamental lengths and
corresponding velocities [21] (see Table 3) reproduces the extended relativity spacetime structure, but, in the restricted
case of bound states, and due to the experimental result of Eq. (18), requires Coulomb flip scale transformations
between subluminal and superluminal sides rather than SLTs.

b
v2>c2
a
a=4066.8um —— charge = g
V=_=C {=d
a=0.0034um | \ charge = e
b
v2<Cc2

Figure9. How av? < c? observer sees av? < c? electron orbitand ann = 8, [ = 2 v2 > ¢? monopole orbit. The v2 > c? orbit is transformed
to the v2 < ¢? orbit using the 2-dimensional Coulomb flip Eq. (21) (not to scale).
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Table 3. Velocity and length sequence alignment [21].

Velocity (m/s) Length (m)
Xee@™®  Tom  1.86 x 1072
Xeea™  Xem 136 x 1074
411 x 1019 vom  ca”l Xeea ™3 aom 993 x 107

2.99 x 108 c ca® Xee™2  d 7.25 x 10~9

2.19 x 106 V0e cal Xee™ ! age 5.29 x 10~ 11
Xeed®  Xee  3.86x 10713
Xeeatd T0e 2.82 x 10715

7. Applied Field Effects

As mentioned in Section 9, two main categories of tracks are distinguished, the predominant type and decays, which
include the elliptic tracks. Effects of the electric and magnetic fields have not been observed for the predominant
tracks. The central focus here is on the effect of the applied fields on the elliptic tracks.

In a similar manner to the way the electric charge is transformed to the magnetic charge and vice-versa using
Coulomb flips (see Eq. (19d) and Section 6.3) applied electric and magnetic fields will also reverse roles.

If the applied electric field, now transformed to a magnetic field, is in a direction perpendicular to a superluminal
electron orbiting a superluminal proton, it is possible that the Zeeman effect can occur. This is referred to as the flipped
Zeeman effect. In the case of the Zeeman effect, both the semi-major and the semi-minor axes are affected by the
magnetic field [32], so for tracks 2, 4 and 10 in Table 1, even though the field was not applied perpendicular to the
orbit, but in the plane of the orbit, the principal quantum number could differ from the principal quantum number in
the case of zero applied magnetic field and therefore the principal quantum number for these tracks may not be correct.

If the applied magnetic field, now transformed to an electric field, is in the direction of the plane of the orbit, it is
possible that the Stark effect can occur. This is referred to as the flipped Stark effect. In the case of the Stark effect,
only the semi-minor axis, related to changes in angular momentum, will be affected [33]. The principal quantum
number will not be affected. Therefore the principal quantum numbers for tracks 6-9 and 11-22 in Table 1 should be
correct, while the eccentricity and semi-minor axis size of these ellipses will be distorted with respect to the zero field
case.

Tracks 3 and 5 had no applied electric or magnetic fields and so the principal quantum number should be correct
as shown in Table 1.

So, the principal quantum number of tracks 3, 5-9 and 11-22 should be correct as shown in Table 1. Due to the
flipped Zeeman effect, tracks 2, 4 and 10 could possess a different primary quantum number than that of an elliptic
track without an applied magnetic field and as a result can be ignored in the analysis (although it does not change the
main conclusions).

8. Track Formation Mechanism Inconsistencies

The mechanism of track formation is unknown and extremely unusual. We pointed out earlier [2] that the mechanism
of track exposure is not clear. As mentioned in Section 2, tracks are observed on a number of materials besides the
photographic emulsion (comprised of a dispersion of AgBr in gelatin on a polyester base), including Pd electrodes,
MDS, (a semiconductor sandwich of Si, SiO5 and Al), CR-39 (etched and unetched), PMMA, metal (Pb, W, and
Al) foils, and glass. Commonly, the mechanism of track formation in photographic emulsions is ionization and to a
lesser extent radiation [13]. The mechanism for (etchable) track formation in dielectrics and some semiconductors is
ionization [34]. Etchable ion track formation in metals has been observed only using low-temperature GeV heavy ion
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irradiation [35].
A number of contradictions exist in the observations of properties associated with track formation for the particles
under consideration:

(D

2

3)

“4)

®)
(6)

)
®)

Particle tracks in photographic emulsions with smooth curvature are not known to occur for any known
particle, yet these are commonly observed for the tracks under consideration. Coulomb scattering should
dominate the process of energy deposition while supressing any possibility of smooth curvature, and remain
relatively constant along the track. Coulomb scattering in nuclear tracks has a characteristic look [3], which
is not seen for these tracks. The only clear evidence of scattering that is seen is the large-scale scattering in
the observed capture process itself (see Fig. 5), a relatively rare event.

In the case of Bohr—Sommerfeld ellipses, we should see no energy loss from an elliptic orbit. By definition,
these orbits have no dissipation and no energy loss. Furthermore, there is no known way to directly record an
orbiting particle on a material detector, that is, where the particle would actually traverse the material. Yet,
energy loss is large, in the elliptic tracks that fit with the Bohr—Sommerfeld model, as it is in all of these
tracks.

Analyses of energy deposition for these particles indicate very high energies (yet in the current study there
is no known high energy source). In our 2013 study [2], we reported an average energy deposition estimate
(linear stopping power) based on a grain density method developed by Katz [36] of ~250 GeV/cm. Other
studies used high-energy discharges, byproducts of discharges or laser illumination in electric and magnetic
fields as sources of the tracks. Daviau et al. [7], based on comparison with alpha particle tracks, computed
the energy necessary to carve the tracks in the MeV range. Adamenko and Vysotskii reported a value of
105 GeV/cm total energy release for the track type created in their study [10]. On the basis of the developed
density of a track in the emulsion, assuming Coulomb braking, deposited energy was estimated at 700 MeV
by Urutskoev and coworkers [4]. Skvortskov has estimated an energy loss of ~ 10* GeV based on the amount
of material removed from tracks in metals [11].

The “hairy rope” [36], track thickening toward the end of tracks, or other properties normally associated with
ionization of high energy particles in emulsions is not seen.

Monopoles should leave tracks similar to heavy nuclear fragments in emulsions [37], but these are not seen.
Monopoles should exhibit constant track width over the entire track [38] and thinning [39,40] instead of
thickening at the end of tracks. This is seen in our studies [2] (see also Fig. 10).

Particles are either tunneling through AgBr/gelatin/plastic or digging deep trenches to make tracks [2,7].
Adamenko and Vysotskii have forwarded a theory of track formation by nuclear reactions related to the
passage of a magnetic monopole through a multilayer sandwich of Al, SiO5 and Si because currently accepted
theories of track formation apparently are not relevant.

The topic of mechanism of formation of these tracks is completely problematic. Our normal understanding of
track formation does not apply. The entire question of energy deposition of these tracks is completely unresolved.
With respect to how the tracks are formed, so far no scientific consensus has been reached.

If Coulomb scattering would be operative for formation of the elliptic tracks, it is reasonable to expect that the
track geometry and the particle properties derived therefrom in this study would be different from the actual particle
properties. But, it is simply not possible to achieve the level of Coulomb scattering normally associated with particle
tracks in these tracks under consideration, which commonly exhibit smooth curvature in high density detectors like
photographic emulsions because (for the most part) scattering prohibits [17] measureable curvature (and completely
excludes smooth curvature).

In light of the preceding, any additional information on the behavior of these tracks occuring in materials is a
welcome addition to the existing knowledge on the subject. The concept that the elliptic tracks could be formed in
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approximate agreement with the presented idealized model cannot be evaluated based on an area of research that is
inconsistent, i.e. the existing evidence for formation of these tracks in materials.

9. Discussion

These particles have been a mystery from the first known detection in 1979 (see [2]), using the photon amplification
technique, to the experiments by Urutskoev and coworkers in 2000 and the various other experiments mentioned above
in the ensuing years.

9.1. Earlier findings

The analyses of these experiments up to now have been based on certain observed particle properties such as the length
of tracks, the curving of the tracks, the energy required to create a track in a certain material, etc.

Overall there has been agreement in the conjecture that these tracks are caused by monopoles [2,4—
8,10,11,18,21,41,42]. Until now we have known about certain particle properties:

(1) Periodicity, visible in some (but not all) tracks, clearly indicates regular oscillation of the particle (or particle
system) causing the track [2,4,5,7,9,11,18,41,42]. Orderly helical-like tracks as well as complex periodic tracks
have been observed.

(2) Penetration, is apparent as many of the tracks possess very long track lengths, up to and more than ~ 7 cm
through photographic emulsions and other materials [2,4-7,41].

(3) Random motion, where the track undergoes many large-angle deflections like Brownian motion [2,7,18].

(4) Correlation of tracks [2,8,11,18,43] indicates a common origin of particles that are likely entangled. This also
includes correlated random motion tracks and swarms [2].

(5) Central force evident from conformation of multiple correlated particle tracks [2,7,8,18,41]. Track geometry
of correlated tracks indicates coordinated response arising from a central force.

(6) Tracks in various materials, i.e. plastic, gelatin, metals, semiconductors and glass [2,9—11] gives information
about the energy of these particles.

(7) Large angles of curvature or abrupt changes of directions of tracks [2,8,41] may give information about the
mass, charge and decay of particles.

(8) White tracks in addition to black tracks indicate a tearing down of the latent image. These tracks can only
be a result of exposure after or during the supplemental photon exposure, thus constraining the exposure time
to the elapsed time after photon exposure till start of development. These tracks have only been observed in
Fredericks [2]. The AgBr emulsion, re-zeroed at a higher level of sensitivity, able to respond in two directions,
may be exactly the type of detector Terletskii [44] suggested as necessary to detect a negative energy particle.

Skvortsov has made mass estimates in a range of ~ 10~ 3eV/c? [45] and ~ 10~2eV/c? [11], based on the peak-to-
peak amplitude of a periodic (clear) track in CR-39 (etched for 20 min. in an alkali solution). Mass shown in Eq. (9),
1.45 x 1073 eV/c2, is within this range.

9.2. New findings

The series of experiments culminating in detection of elliptic curvature of new tracks in emulsions and the subsequent
analysis brings a new critical set of particle properties:

(1) Tracks show decay events, some of which are elliptic tracks emitted from a central track (see Fig. 10), showing
two distinct track types, i.e. decays, which include elliptic tracks, and predominant tracks, which include
everything else.
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Figure 10. Track rse2, n = 2.75 showing elliptic track decay event. Photo at 400x using Leitz PL 40 objective. Notice also constant track
width over the entire range [38] and track thinning [39,40] at the end of the track.
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Exposures with and without applied electric and/or magnetic fields show nearly identical results in terms of
overall track curvature. Predominant tracks are observed as curving one way and then the other or as long
straight tracks. These particles (or composite particle systems) appear to behave as if neutral or the applied
electric and magnetic fields are not in the right range to repeatably affect the particles.

Partial elliptic tracks show quantized semi-major axis sizes al(nn), n2a~? larger than Bohr—Sommerfeld hydro-
gen with quantized energy levels E(™) = hy("),

Ground state velocity based on the elliptic tracks and analogy with the electron is a2 greater than the electron
ground state velocity in hydrogen, and therefore superluminal.

Coulomb flips of the new particle momentum, energy and mass match with a superluminal electron with
mo = 5.11 x 10° eV/c?

The Coulomb flip of Eq. (19a) constitutes a single EM coupling constant, o, which inverts with velocity
e if /<1
a = . 22
PMT a7 it B> 1 @2)

Mass, my,, based on the elliptic tracks and analogy with the electron, which is the relativistic mass of the
electron, is mca* smaller than the electron rest mass, giving a mass ratio equal to the fine structure constant
from Eq. (9), a = (mum/me)"/*.

Charge quantization based on special relativity, i.e Dirac’s cause of quantization is the presence of magnetic
charge, which is satisfied by the corresponding superluminal charge state of the electron, which to the sublu-
minal electron is indistinguishable from magnetic charge.

The key point is item 5 that, using the Coulomb flip, the particle tracks correspond directly to the geometry of
electrons from a superluminal frame.

Application of electric and magnetic fields during exposures that create these tracks shows no hard evidence of
affecting predominant track curvature. This seems to be contradictory since only charged particles should be recorded
and, if recorded, should respond to magnetic and/or electric fields. However, the particle (or composite particle system)
behaves as if neutral. Decay events, where particle tracks emerge from a main track, however, do exhibit repeatable
curvature, may be susceptible to EM fields, and, as mentioned in item 1, show two specific particle types. Note that
Daviau and coworkers [7] earlier referred to this decay as branching.

According to the Heisenberg uncertainty principle, our elliptic orbits should be smeared or diffuse, not sharp tracks.
This question is beyond the current scope but the subject of an upcoming investigation.
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9.3. Theoretical approaches

Georges Lochak [41,42] has investigated these tracks and has looked specifically at the tracks produced in experiments
by Urutskoev et al. [4,5], Ivoilov [8,46], Daviau et al. [7], Bardout et al. [47] and Priem et al. [6,48] and suggests
that these are light leptonic monopoles that are magnetically excited neutrinos. Lochak believes that these particles
are linked to composite particles following de Broglie’s theory of light [42]. Writing the equations for a nonlinear
massive monopole, Lochak shows (as an aside) how tachyon states appear and that these states exist also for the
nonlinear neutrino. Lochak cites Recami and Mignani in relation to this hypothesis. He also believes, based on work
by Urutskoev and coworkers and Ivoilov, that these particles are extremely numerous.

Independent of the particle track data, Stumpf [49] elaborates on Lochak’s ideas of the light leptonic magnetic
monopole and composite particles on the basis of Urutskoev et al.’s [4,5] use of discharges in water as the source
of low-energy nuclear reactions. Stumpf is in agreement with Lochak regarding the magnetically excited neutrino
hypothesis and looks to extend the standard model to include these types of particles.

In the track images where a decay is taking place, i.e. a particle is seen flying off at an angle to a main trajectory, one
can assert the idea of two or more particles traveling together, but then separating when a certain energetic conditions
are met. The composite particle system concept may well fit with the physical evidence seen in these types of tracks.

9.4. The Coulomb lens

The Coulomb flip likely provides a superluminal transformation without the introduction of imaginary quantities, al-
lowing switching between electric and magnetic worlds and transforming all of the ellipses in the study from monopole
to electron orbits. This would mean that superluminal objects could provide a portal of magnification, analogous to
gravitational lensing, into our own world, that electron orbits could be examined in a way never before available, like
looking at partial atomic electron orbits using the a =2 x (~ 1.88 x 10%x) magnification using what might be called
a Coulomb lens.

10. Concluding Remarks

It should not be possible for any known particle to create the type of smooth elliptic tracks in photographic emulsion
shown in Figs. 2,3,5,6, and 10 and the ranges of possible central forces suggests the elimination of all but magnetic
force as the cause of these tracks. Using an idealized analysis based on analogy between the electron and magnetic
monopole and the track geometry, a modification to extended relativity is developed, resulting in the Coulomb flip to
transform between v? < ¢ and v? > ¢? frames.

Using a geometrical analysis and analogy with the electron, these particles are shown to possess a (relativistic) mass
of 1.45 x 1073eV/c? and a superluminal velocity. A related yet independent analysis [21] based on the Schwinger
quantization condition shows that due to the size of the orbits these particles must possess superluminal velocities and
amass of 1.45 x 10~ 3eV/c?. Using a new extended relativity model, the experimental results appear to be consistent
with the detection of superluminal electrons with my = 5.11 x 10°eV/c?.

The idealized model adds new information to the overall understanding of these new types of particle tracks.
Inconsistencies in the understanding of track formation mechanisms for these tracks precludes the application of any
error arising from track formation that might affect the idealized model since one cannot say exactly what that error
is. Additional work needs to be done to determine track formation mechanisms and particle interactions so as to
understand what error should be taken into consideration in the geometric analysis of these tracks.

A new model builds upon The Dirac/Schwinger quantization condition, Recami and Mignani’s extended theory
of relativity and Coulomb’s law to bring a simple superluminal scale transformation presumably without imaginary
quantities in the Coulomb flip. Distortion observed by subluminal observers may well be that of a uniform scale change
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and not a shape change as a result of a translation. Detection of superluminal objects may open a path to substantial
magnification of submicroscopic objects analogous to, but with a much greater magnification than, gravitational lensing
for astronomical objects.
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Condensed Plasmoids (CPs) — A Quantum-Mechanical Model of
the Nuclear Active Environment of LENR
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Abstract

Researchers have long been puzzled about the basic nuclear reaction mechanisms of low-energy nuclear reactions (LENR). Usually
the crystal lattice or nano-particles (among others) are assumed to be the nuclear active environment that catalyzes the reaction
somehow. In contrast, the author has built a quantum-mechanical model of the nuclear active environment in LENR, where this
environment is modeled as an ultra-dense plasmoid, i.e. a “condensed plasmoid” (CP). The computed properties of CPs are so
exotic that CPs qualify as a previously unknown aggregation state of matter. The quantum-mechanical model of CPs is based on
the cylindrical symmetry of a very thin (i.e. about 40 pm) plasma “wire”. (The quantitative properties given in the abstract depend
on the configuration of the CP; these are just examples.) The electrons of a CP are fully delocalized and decoupled from the nuclei.
They are moving with high velocity (10-80% of light speed) against the nuclei. This results in an intrinsic current of about 9 kA in
the CP with a mean current density of approximately 2.5 A/pm2. The magnetic field from this current reaches 50 MT (magatesla)
and creates a confinement pressure of more than 102! Pa. The electrons are compressed by the strong z-pinch condition to a mean
density of about 0.15 electrons/pmg. The creation of a CP is an endothermic process (i.e. it takes in energy from an external
source), which typically requires discharges with high voltages and high currents. Once created, these objects can be long-living
(lasting hours). The minimum distance of hydrogen nuclei in a CP is only about 2 pm, which enables tunneling of nuclei through
the Coulomb barrier, i.e. nuclear fusion. The barrier is also much screened by the dense electrons.

(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123

Keywords: Charge clusters, EVs, EVOs, LENR, Nuclear active environment, Pease-—Braginskii current, Plasmoids, Rradiative
collapse, Strange radiation, z-Pinch

1. General Description

This article is an extract from a much more comprehensive document on the author’s web site [1]. The term “condensed
plasmoid” was recently coined, and is presented in this document for the first time, thus a definition is given here. A
CP is defined to be a plasmoid (i.e. a self-consistent structure of a current-carrying plasma and magnetic fields), which
meets all of the following criteria.

*Web: www.condensed-plasmoids.com. E-mail: lutz.jaitner @t-online.de.

(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123
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e The plasmoid is compressed by a strong z-pinch condition. “Strong” in this sense means that the internal
current is larger than 200 A; the radius of the plasma channel is less than 200 pm; and the length of the
plasma channel is at least several micrometers. These numbers are based on the computational results of the
current modeling. For yet unknown reasons CPs might exist with lower intrinsic currents.

e All electrons of the containing atoms (not merely the outer electron shells) are delocalized, i.e. the electrons
are all contributing to the current and they can freely move between the atomic nuclei. The delocalization is
caused by the small inter-nucleic distance (i.e. less than 10 pm in case of hydrogen).

e The electrons reside in orbitals, which are at (or near) the quantum-mechanical ground state of the CP. For this
to be true, the temperature of the CP must be low enough that the thermal pressure of the plasma is smaller
than the magnetic pressure enforced on the moving electron gas by the Lorentz force.

A direct consequence of this definition is that CPs are representing mesoscopic objects of matter. “Mesoscopic”
means “in between quantum-mechanical and macroscopic”. The properties of CPs therefore do not always follow the
conventional wisdom of plasma physics. For example, cooling down a CP will not produce electron-ion recombinations
and ordinary molecules.

CPs exist in different topologies.

e The open-ended configuration of a CP exists under transient conditions in the presence of a strong electric
field. An open-ended CP loses electrons at the negative end. The positive end of an open-ended CP is often
connected to a cathode, which replaces the electrons lost at the other end.

e The closed-loop configuration of a CP is the long-lasting form, where the internal current is flowing in a
circular manner. Closed-loop CPs can exist even in the absence of an external electric field. Based on the mi-
croscopic evidence, there are various mechanisms by which closed-loop CPs can develop. These mechanisms
are typically supported by the electrostatic attraction between the electrons and the cations. The positive and
negative charges will rapidly find a path to meet if the loop is not yet closed. Along this path the plasmoid
then condenses. Another mechanism would be, if a CP is spawning a closed loop by overlapping with itself.

Imprints of CPs have been observed in LENR experiments both at the surface of cathodes and as images on x-ray
films or nuclear emulsions. In the latter case CPs were emitted by LENR experiments (sometimes called “strange
radiation”), which exposed the films/emulsions.
Imprints of ring-shaped CPs have been documented by different research groups in the following images (Fig. 1):
The primary structure of CPs has a cylindrical shape, i.e. it is a plasma “wire”, which is long, very thin and
rotational symmetric. Most, but not all, properties of CPs can be derived from the cylindrical structure. At longer

Figure 1. CP rings on X-ray film, diameter = 0.2 mm by Claude Daviau et al. [2] (left) and by B. Rodinov and I. Savvatimova [3] (middle). CP
ring on an electrode by T. Matsumoto [4] (right).
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Figure 2. Drawing of a CP coiling up in a two-layered closed-loop solenoid via magnetic self-interaction.

CPs the ultra-strong magnetic field of CPs is deforming the plasma-wire, leading to a secondary structure, i.e. CPs are
tending to coil up in two-layered closed-loop solenoids is shown in Fig. 2.

Imprints of the helical secondary structure of CPs were documented by B. Rodinov and I. Savvatimova (Fig. 3).
CPs can create significant erosion craters at the cathode (Fig. 4): The author believes that the patterns left by CPs
are not merely a strange side effect of LENR, but they provide the experimental core evidence of the presence of CPs
in such experiments. The term “nuclear-active environment” has been coined by Edmund Storms [7] in an attempt
to characterize the properties of the zone where the nuclear reactions of LENR actually happen. Taking this concept
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Figure 3. Quasi-periodic patterns from helical CPs produced by glow discharge. Left and middle: Pd cathode, right: nuclear emulsion [3].
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Figure 4. Volcano-like structures at the palladium cathode surface after electrolysis of heavy water, W.-S. Zhang and J. Dash [5] (left); Erosion
craters in the nickel cathode of the plasma vortex reactor of A. Klimov et al. [6] (right).



L. Jaitner / Journal of Condensed Matter Nuclear Science 33 (2020) 168-193 171

to the next step, the nuclear active environment is equated here with CPs. Without CPs there can be no excess heat,
because the nuclei can fuse only in the dense environment of CPs.

The main idea of this theory on CPs is as follows. The azimuthal component of the magnetic field at the surface of
a plasma wire is inversely proportional to the radius of the conducting channel (and proportional to the CPs intrinsic
current). Therefore, the more the magnetic field compresses the plasmoid, the stronger the magnetic field becomes and
the stronger the plasmoid is compressed. It is a positive feedback mechanism: When the current divided by the plasmoid
radius increases beyond a critical threshold, there will be a rapid compression of the plasmoid (“condensation”).

However, not all plasmoids will readily condense. For example, an electric arc is often too hot and the ionized
channel is often too wide for the condensation to take place. The continuing current heats the plasmoid by resistive
losses, which negatively affects the ability of the plasmoid to condense.

If the temperature is kept low enough, only the degeneracy pressure of the electron gas will hinder a total collapse
of the matter. The degeneracy pressure is a quantum-mechanical result of the Pauli Exclusion Principle. It increases
with increasing electron density.

A quantum-mechanical model of CPs had to be established in order to compute the equilibrium radius (and other
properties) of CPs. (This refers to the equilibrium between the magnetic pressure and the quantum-mechanical pressure
of the electron gas.) The scope of the model is to describe the stationary state after the compression of the plasmoid,
rather than modeling the dynamic aspects of the compression.

During condensation the matter density increases dramatically and the scattering probability of the electrons de-
creases to almost zero. Electron scattering in CPs differs from electron scattering in ordinary plasmoids by the fact that
most of the lower-energy orbitals of CPs are already occupied and there is no energy available for scattering electrons
into higher-energy orbitals. As a result, the resistance of the CP drops to levels very close to zero (a phenomenon not
necessarily related to superconductivity), and the current in a close-looped CP can flow for a very long time.

There is a minimum length of a CP, which is believed to be a few micrometers. Based on this length, CPs contain
at least a hundred million electrons. There is no maximum length, i.e. CPs can be made arbitrarily long.

W.H. Bennett in 1934 [8] showed that there is an equilibrium between the thermal pressure of a plasma channel
and the magnetic pressure of a pinched plasmoid, if the so called Bennett relation is met:

kg (NeTe + N;T3) = Z—;IQ, (1)
where Ne is the number of electrons per unit length of the plasma channel, N; the number of ions per unit length of
the plasma channel, I the total current, g the vacuum permeability, kg the Boltzmann’s constant, T the electron
temperature and Tj is the ion temperature.

This relation assumes that the velocity distribution of the electrons and ions obey the Boltzmann statistics of an
ideal gas. This assumption is invalid in the case of CPs, because their plasma is fully degenerate (Fermi gas) and the
temperature is low.

The possibility of radiative collapse in pinched linear discharges was first studied independently by Pease [9] and
Braginskii [10,11] in 1957 for pure hydrogen or deuterium plasmas. When radiation losses by bremsstrahlung exceed
Ohmic heating at high currents, they predicted shrinking of the plasma channel, which may even result in a collapse of
the channel to extremely high densities. They derived a critical current value (i.e. the Pease—Braginskii current) that
has to be exceeded to achieve a collapse:

where In A is the Coulomb logarithm, MA stand for megaampere and Z is the charge of the ions.

Formula (2) is assuming an infinitely long plasma channel and Te = T}. It is based on Spitzer resistivity (first

formulated by Lyman Spitzer [12] in 1950), where the resistivity of the plasma channel is proportional to Tg 32,
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There were many later attempts in the literature to refine the original formula of Pease and Braginskii, but the
issues at low temperatures were not addressed, as far as the author is aware of.

Spitzer resistivity is built upon classical electron—ion collisions (this can be seen as a high-temperature approxi-
mation), whereas at low temperatures the scattering behavior of the electrons can only be understood by a quantum-
mechanical analysis. With Spitzer resistivity one would conclude that the plasma channel becomes non-conductive
(and Ohmic losses would diverge) when the temperature approaches zero. In reality the resistivity of a CP is lowest
at the lowest temperatures. The physical reason for this discrepancy is that electron—ion scattering is energetically
hindered at low temperatures in CPs. Instead the resistivity of a CP is mainly based on electron—phonon scattering,
which also becomes negligible at very low temperatures.

Also, the Pease—Braginskii formula merely considers Bremsstrahlung as the cooling mechanism, where in reality
line radiation of heavier atoms, heat transport by delocalized electrons, stimulated cyclotron radiation, and direct
thermal conduction to the environment contribute to the cooling during the condensation phase.

The Pease—Braginskii current is typically computed as being in the order of 1.5 MA for hydrogen. It decreases to
about 100 kA for elements like Ar, Kr and Xe, because line radiation dominates over Bremsstrahlung and the radiative
cooling thus becomes more efficient.

With peak currents in the range of 150-200 kA evidence for radiative collapse has been found [13]: Low-inductance
vacuum sparks produced by discharging a capacitance of 10-30 uF (charged to 10-20 kV) through a circuit inductance
of 50—100 nH achieves pulse lengths of 1.5-2 us. The sparks are producing small, point-like regions in the plasma that
are called plasma points, bright spots, or hot spots. (Similar observations have been made in plasma focus devices and
in gas puffs.)

The first phase of the discharge creates a plasma with material eroded from the electrodes. In the next phase of
the discharge the current increases as prescribed by the electrode voltage and the inductance of the circuit. On top of
the smoothly rising current there appear short (<100 ns) single or multiple dips in the current. These current dips are
accompanied by intense bursts of X-rays with photon energies of 5-150 keV. The current dips are correlated with the
appearance of plasma points. The points are often less than 10 um in size.

It is remarkable that the maximum X-ray photon energy is much higher than the theoretical maximum energy of
the electrons traversing the electric field between the electrodes. The maximum photon energy also exceeds the K-shell
energy of the plasma ions. These high photon energies can be explained by electron relaxation in CPs, which have a
Fermi energy (i.e. the energy difference between the highest and the lowest occupied orbital) of up to 200 keV.

The observed current dips can be interpreted as the condensation phase of the CPs: When the radius of the CPs
is shrinking the magnetic flux of the CPs is compressed. This is electromagnetically inducing a high voltage counter
to the externally applied voltage. During the current dips compression work is applied to the CPs by means of the
external field. At the end of the compression phase (i.e. the end of the current dip) the current continues to rise and the
generated CPs continue to exists, but the electron relaxation is mostly complete and the X-ray emission fades.

The fact that sometimes multiple current dips have been observed during the same discharge can be interpreted to
mean that several CPs have been created in parallel, which successively condensed. This could be due to a filamentation
instability of the initial plasmoid.

J. Va’vra et al. determined the smallest possible spark current, which is still consistent with the X-ray production
and the development of plasma points [14]. Their generator used a spark gap operating at low pressure (0.1-1 Torr)
and low discharge voltages between 0.8 and 2.1 kV. The charging capacitance was 75 nF, the circuit inductance was
about 1000 nH, the stored energy amounted to 0.024—0.17 J per pulse, the peak spark currents was 200-500 A and the
total capacitor charge was between 4x 1014 and 10'® electrons. The spark gap was 1 mm.

The observed X-ray energies were between 2 and 10 keV even at the lowest sparking voltage of about 0.8 kV
(depending on the gas). The maximum observed X-ray energy (~10 keV), generated at the lowest voltage (~0.8 kV),
is above K-shell energy of typical gases used in the tests, and materials used in the spark electrodes. The X-ray
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Figure 5. Current and voltage development in a low-pressure spark discharge according to J. Va’vra et al. [14].
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production persisted even for the carbon electrodes which have the smallest K-shell energy (0.284 keV). The spark
current and the electrode voltage were measured as follows (Fig. 5).

The radiative collapse of the plasmoid (which can be equated with the condensation of a CP) occurred during the

2. CP Quantum Mechanics
2.1. Basic assumptions

Modeling of CPs is based on the following basic assumptions:

(a) CPs contain ensembles of atomic nuclei densely packed in a long and very narrow channel.

dip of the dI/dt(t) curve, which lasted about 150 ns. It is very interesting that this collapse occurs already at a current
of about 200 A.

(b) The distances between the nuclei are so small, that all electrons bound to these nuclei are delocalized along the
channel. In other words, even in their electronic ground state CPs do not consist of individual atoms. Instead,

CPs form a quasi-one-dimensional plasma (Fig. 6).
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Figure 6. Basic model of a CP. The CP similarly extends to the left and to the right of this picture.

2.2. The cylindrical model of CPs

The shape and quantum mechanical state of CPs can be very complicated. In order to obtain a simple quantum me-
chanical description of CPs, the following simplifications are used, which will subsequently be called “the cylindrical
model of CPs”.

(c) The CP is perfectly straight and cylindrically symmetric, i.e. it is not bent to rings, helices, etc. The CP is
oriented in parallel to and centered on the zaxis of the modeling cylindrical coordinate system.

(d) The CP has the length L and contains a total nuclear charge () in its core.

(e) The electron wave functions of the CP are confined in the interval 0 < z < L. At z = L these wave functions
are continuously extended to their value and gradient at z = 0, as if the CP were a ring. However, this is meant
to describe only the circular boundary condition of the wave functions at z = L, not the shape of the CP.

(f) No external field is applied to the CP.

(g) A jellium model is used for the spatial distribution of the nuclear charge. This means, for the purpose of
computing the spatial distribution of the electrons, the positive charges of the nuclei are modeled as a uniform
“positive jelly” background, rather than point charges with distances in between. The nucleic charge density is
assumed to be constant in axial and azimuthal direction, but it depends on the radial distance.

(h) The nucleic charge distribution of the jellium is modeled by means of a two-dimensional distribution function
in radial direction. This function is to be determined, such that the total energy of the CP is minimized.

(i) The core area of the CP (i.e. the space defined by the extent of its electron orbitals) is surrounded by a charge
compensation layer (“halo”) consisting of cations. The charge of the halo compensates the surplus negative
charges of the electrons in the core. The halo is modeled as a cylindrical shell of positive charge. The halo
radius has to be larger than the core radius.

(j) The CP is assumed to reside in a vacuum. Interaction of the CP with surrounding matter is thus neglected.

(k) Only stationary states are modeled, as the goal is to describe the ground state of a CP. Consequently, the model
assumes there is no electron scattering, i.e. there is no momentum transfer between electrons and the nuclei.

(1) The time-independent Klein—-Gordon equation is used for modeling the electron wave functions, thereby
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neglecting the magnetic moments of electron spins. The Klein—Gordon equation takes care of the sizable
relativistic effects occurring in CPs. (Clearly, the Dirac equation would be more adequate for modeling CPs.
However, the involved complexities of such approach are avoided here.) For comparing the formulas and
simulation results with the ones obtained from a non-relativistic Hamiltonian, also the Schrodinger equation is
used.

(m) The magnetic field of the azimuthal electron orbits is neglected.

(n) Magnetic field from nuclear spins is neglected.

(o) The electron wave functions are modeled in an inertial frame of reference, where no magnetic field is created
by any collinear movements of the nuclei. This simplification amounts to an approximation in cases where the
nucleic velocities are position dependent.

(p) The multi-electron system is approximated by computing a collection of one-electron orbitals, whereby each
electron orbital is subjected to the mean electric potential and magnetic vector potential created by the total
charge density and total current density of all other occupied orbitals and the nuclei (independent particle
model). The Pauli Exclusion Principle is used for determining orbital occupations of the ground state. Ex-
change and correlation energies are neglected.

(@) Quantum field theory is not engaged. Particle count is conserved.

(r) Eigen states are excluded from occupation, where the corresponding total energy eigenvalue (including the
electron’s rest energy) of the electron is negative. This shall ensure that the mass defect per electron doesn’t
exceed the electrons rest energy.

(s) The kinetic energy of the electrons is always positive, i.e. states with a negative kinetic energy are ignored.

2.3. The Klein—Gordon equation of a CP

Initial calculations of a CP with the Schrodinger equation have shown that the spectrum of the axial electron velocities
can reach 80% of the speed of light. This provided a reason for engaging a relativistic Hamiltonian and a Lorentz-
covariant quantum mechanical equation to model CPs. Assuming that the electron spins have only minor effects on the
results, the Klein—Gordon equation was chosen for the modeling instead of the more complicated 4-component Dirac
equation.

At the non-relativistic limit the Klein—Gordon equation is equivalent to the Schrodinger equation, which was also
used for comparison.

In relativistic electrodynamics with the so-called minimal coupling the Hamiltonian (total energy) of a particle with
charge ¢ moving in the presence of a static (external) electromagnetic potential is

_ N\ 2
i = C\/(P - qA) +m3e + q@, 3)

where c is the speed of light, ® the electric potential, A the magnetic vector potential, P= ymeU + q/f the electron’s
canonical momentum, me the electron rest mass and + is the Lorentz factor. All formulas are written in SI units, unless
otherwise noted.

By quantizing the canonical momentum via the del operator P = —ihV and applying both sides to an electron
wave function U, Eq. (3) transforms to the stationary Klein—-Gordon equation of an electron in a static electromagnetic
potential:

_ 3\ 2 _ N
(E +ed + me02)2 U = [(iﬁcv + ecA) + m%c‘l} U, where E = H — mec? @
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is the total energy minus the rest energy, 7 is the reduced Planck constant, e is the elementary charge and i = /—1.

Due to simplification (q), VU is called here a “wave function”, rather than a “quantum field”.

The term E + mec? represents the total energy of the electron. Usually the Klein-Gordon equation is written such
that the total energy is sought as the eigenvalue of this differential equation. However, this document deviates from the
customary approach. Instead, the quantity £ is sought here as the eigenvalue (both approaches are equivalent in their
results).

Some authors prefer the term “relativistic Schrodinger equation” for Eq. (4). Here, these terms are used in-
terchangeably. In quantum mechanics a multi-electron system is correctly described by a single wave function
U (7,75, ..., 7n ) depending on the positions of the NV electrons.

By means of the mean-field approach (assuming the particles are independent) a multi-particle wave function is
usually formed as a Hartree product of wave functions:

W (71,72, ., N) = X1 (71) - X1 (72) -+ X1 (TN) -

In order to take care of the fermionic nature of the electrons one typically has to engage a Slater determinant (or a
linear combination of several Slater determinants) to ensure anti-symmetry and the Pauli Exclusion Principle [15]:

(e PN) = | | L . 5)
x1 (Pn) x2 (Fn) -+ xa1 (Pw)

According to simplification (p) a rigorously simpler approach is used here for modeling CPs, requiring only moderate
computer power:

So, instead of using a multi-electron Klein—Gordon equation describing the pair-wise interaction between N elec-
trons, the cylindrical model uses N single-electron Klein—-Gordon equations with N wave functions W ('), each de-
scribing a single electron in the mean potential of all other electrons and the nuclei. Of course, this is merely an
independent particle approximation. For example, the approach does not account for the exchange energy and the
correlation energy usually deemed important in quantum chemistry.

At first glance this looks still challenging to compute, because there are N Klein—Gordon equations to be solved.
Fortunately, large numbers of these equations can be computed in groups, because they produce nearly the same charge
density distributions and current density distributions.

According to simplifications (1) and (k) the magnetic field of the electron spins and of the azimuthal movement of
the electrons is neglected. Thus, the only source of the magnetic field is the current carried by the electrons moving in
the z-direction. Therefore, the vector potential is everywhere oriented in the z-direction:

A=A, (6)

Transforming to cylindrical coordinates, using V - A=0 (Lorentz gauge in the static case) and inserting Eq. (6)
into Eq. (4) is resulting in the stationary Klein—-Gordon equation of an electron in the mean potential of a CP’s all
other electrons and the nuclei:
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where p is the radial distance from the z-axis, ¢ is the azimuth and z is the coordinate of the z-axis.

With simplification (f) the electric potential ¢ is depending solely on the electron charge density Ge (p) and the
nuclear charge density &p (p). The magnetic vector potential A, is solely dependent on the electric current density
J.. (p). The electron charge density and the electric current density are derived from the modulus square of the other
electron’s wave functions. This approach has similarities with the density functional theory (DFT) used in quantum
chemistry modeling, except that the exchange and correlation energies are not accounted for. Equation (7) therefore
can be seen as the Kohn—Sham equation [16].

2.4. Boundary conditions for solutions of the Klein-Gordon equation

Care must be taken according to simplification (r), that the total energy E + mec? of an eigenstate is always positive,
therefore:

E > —mec®. ®)

Requirement (8) can be fulfilled by excluding eigenstates with a negative total energy during orbital occupation. The
wave function amplitude must disappear at infinite radial distances:

lim ¥ (p) =0. )
p—r00
As required by simplification (e) the wave function has to meet circular boundary conditions:
oV (z=0) 0¥ (z=1L)

V(z=0)=V¥(z=L) and 52 = 52 . (10)

For computing observables the Klein—Gordon electron wave functions have to be normalized such that:
1= :// |w|*d7. (11)
R3

2.5. Observables of the Klein—Gordon electron wave function

The potential energy of an electron is solely stemming from the Coulomb field:
The local kinetic energy of the electron is what’s left when the potential energy is subtracted from E:

Exin (7) = E + ¢ (7). (13)
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By using modulus square factorization (31) the volume charge density distribution of all Nelectrons of the CP com-
putes as

N N
_ € 2
=—c) \Ifizz——,E % 14
0e ei:1| | ol i:1| P, (14)
where U, ; is the radial wave function of electron number ¢
The current density distribution of all N electrons of the CP is
- e ih
J=— |- (U;VT; — 0, VU] + e AT, 15
mei—1{ 2(1 )+ ed] |] 1

Using product ansatz (29), modulus square factorization (31) and W ,-solution (33), the z-component (in cylindrical
coordinates) of the current density (15) in a CP computes as

N ) N
- —e ih oy, ov* . 9 —e B 9
J, = — | U* -, C AZ v, = = 2i [Py ) 16
mei_l{ 2( 'Oz 82>+e | @ 27rmeL;p’| pil (16)
where
pz,i = 7z¢i + eAz = ﬁkz + 61‘12 (17)

is the z-component of the electron’s kinetic momentum p.
The total current in z-direction carried by all electrons of the CP can be computed by integrating (16) over all
radius values and azimuth values:

27 e} o N
— —e _ 2
Iz=/ / J: (p pdpdd)z——/ Pi |¥p,i (p)["pdp
ol (p) meLg; [, (p)]
—e N 0
= fik; + €A, O, (p)? pdp, (18)
A D) 10, (9)I* pp

The expectation value of the electron group velocity’s z-component (averaged over all N electrons of the CP) can be

computed from the z-component of the total current:
IL
L) === 19

The expectation value of the electron orbit radius for eigenstates of Eq. (7) is

(p) = /0 W[ p>dp. (20)

The total formation energy Fg of a CP is
al 1
Eg = Bn + Zl (Ei - <Ec’e>i>, @1
where EB is the nuclear repulsion energy defined in (40), <EC e> = (—ede), is the expectation value of the electron—

=
electron Coulomb energy for electron number ¢ and ®¢ is the potential of all electrons.
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2.6. Electromagnetic potential and field of a CP

The electric potential of a CP splits as follows:

d = Py + Pe + ‘Ph, 22)
where ®p) is the electric potential of the nuclear jellium in the core according to simplification (g), ®e is the electric
potential of the electrons, and @y, is the electric potential of the halo (44).

The charge density of a CP splits as follows:
7 (p") =on(p') + e (p') + 4 (¢, (23)
i.e., the sum of the nuclear charge density in the core, the electron charge density and the charge density of the halo
(43)
The electric potential of the CP (in Lorentz gauge, static case) is

1 oo
® (p) /O a ()G (p,p")p dp’, (24)

4dme 0
where

4 [ln (I_,/2+\/f/2/4—|—p’2) —lnp'} for p < p/,

Gp,p)= (25)

4 [ln (I_,/2+\/f/2/4—|—p2) —1np} for p > p/.

Replacing & (p') /o with p10.J, (p') in (24) provides the z-component of the CP’s magnetic vector potential (in Lorentz
gauge, static case):

_ 1 oo _
A (p) = fﬁ/o . (0") G (p,p") p’ dp’

e o N _
= —ﬁ/o 2_; [P+ e e (0)] 190 a*G (0, 0') 0 dp (26)
where 4o is the vacuum permeability, .J, (p) is the ~ z-component of the current density and P, ; = fik; is the
z-component of the electron’s canonical momentum.

Note that Ais depending on itself in Eq. (26). Therefore, the values of A, and .J, need to be determined iteratively
until self-consistency. Based on the circular boundary condition, (7) the electric potential (24) and the vector potential
(26) are made constant in z-direction. This approximation is required for maintaining the full cylindrical symmetry of
the model.

The radial and azimuthal (see simplification (m)) components of the vector potential and the current density are
zero everywhere. Due to simplification (o) the nuclear jellium is not contributing to the current density. The radial
electric field of a CP computes as

0
The azimuthal magnetic field of a CP computes as
o -
By=——A.(p). (28)
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2.7. Product ansatz

The following product ansatz is made to factorize the electron wave function:

U (p,¢,2) =¥,(p) ¥y (¢) ¥, (2) orinshort: ¥ =V,V,¥,. (29)
The wave function of a single electron is supposed to be normalized and it represents a stationary state. In azimuthal

direction and in axial direction the electromagnetic potential is constant. Therefore, the modulus square of Uy and ¥,
is also constant:

2 . 1 2
|\I/¢| = \I/¢\If¢ = — and |\I/Z|

1

I, = —. 30

27 z L (30)

Hence the modulus square of the entire wave function factorizes as
2 * * * 1 2
U =07 (0) W, () W5 (6) W (6) W2 (2) W () = o2 [, () 31)
The normalization criteria (11) could then be carried out as
== [ 1 () edn 32)
0

2.8. Separation of the Klein—Gordon equation

The following wave function is solving the z-dependent part of (29):

1 .
v, = 7 e’ where ke R. (33)

Due to simplification (e) the energy eigenvalues are quantized to a discrete spectrum, because wave number £ has to
meet the following boundary condition:

k:lﬁ’
L

where integer [ acts as an axial quantum number.

(34)
The following wave function is solving the p-dependent part of (29):
N 1 imeo (35)
=4/—e€
¢ 2 ’
where integer m is the azimuthal quantum number
Inserting Egs. (17), (29), (33) and (35) into Eq. (7) provides the radial Klein—Gordon equation of a CP
h? 1d d m? P2 mec?® [ E + ed 2 mec>
— == p— — — 1 v, =0. 36
{2’%{ pdp<pdp)+p2}+2me 2 <mec2 " ) T . 0

At the non-relativistic limit Eq. (36) becomes the radial Schrodinger equation of a CP:
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2 1d d m? > _
= - 2 _FE—ed VU, =0. 37
{2me{ pdp (pdp>+pz}+2me ‘ } g e

The eigenstates of differential equation (36) or (37) provide the radial wave functions ¥,. The eigenvalues E of
bound states are discrete, i.e. they are countable by a principal quantum number n, the azimuthal quantum number
m and the axial quantum number [. The principal quantum number n = 1,2, 3, ... is defined here analogous to the
hydrogen atom: n equals one plus the number of node lines of ¥, ¥, therefore n > |m| + 1. (In a stricter sense, ¥
has no node lines. However, a standing wave of two superposed azimuthal wave functions, differing only in the sign
of quantum number m, has m node lines.)

Principal quantum number n has no explicit representation in (36) or (37) or in any of the following formulas. It
is useful however, as an ordering scheme for computational results. One has to keep in mind, that the eigenvalues F,
the eigenstates ¥, U4 and VU, as well as the quantum numbers 7, m and [ are generally distinct for each electron of
the CP. In order to ease readability, the electron number as an index has been omitted from these symbols, unless the
index is needed in a summation.

2.9. The jellium model of the nuclear charge distribution

According to simplification (g) the charge of the nuclei is treated as if it were a uniform “positive jelly” background,
rather than point charges with distances in between. The nuclear charge density distribution &, (p) of the core jellium
has cylindrical symmetry, i.e. it does not depend on ¢ and z. It is a function of the radial distance p.

According to Egs. (22), (0) and (24) the electric potential of the core nuclear jellium is

1 o0
O (p) = / an (p") G (p,p") p'dp’. (38)
TEO Jo
An infinitesimal charge element on (o) p’ dp’ d¢ dz brought into potential $n has the potential energy:
dEn = on (p) n (p) pdpdodz. (39)

Integrating (39) over the entire space and dividing the result by two yields the nuclear self-repulsion energy:

B B B 1 2m 00
En=Epp+Epp+ 3 / / / an (p) @n (p) pdpdodz
o Jo Jo

= Epp+ Byp + 7L / an (p) @n (p) pdp, (40)

where E, n.h is the halo-core repulsion energy according to Eq. (46) and Eh 1 18 the halo self-repulsion energy according
to Eq. (47) The division by two in (40) takes care of the fact that the jellium is interacting with itself and the
repulsion energy must not be accounted for twice during integration. According to simplification (h) the nucleic
charge distribution in the core is modeled by means of a two-dimensional distribution function in radial direction.

After studying the computational results of the radial electron density distribution, it became apparent that the
charge distribution function can be modeled like this

p2 p5 p16
on (p) = Height - exp [ -~ — _ . 41
n(r) gt - exp ( 252 Slope® Cutoff16> “D

Parameter Height has to be computed such that the distribution function (41) is normalized to the core nuclear charge
Q. Parameters Slope and Cutoff should be adjusted, such that the total energy of the CP is minimized.
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2.10. The CP halo (i.e. the charge compensation layer)

The computational results achieved with the cylindrical model show that the core of a CP can carry excess negative
charge (e.g. 2% more electrons than nuclear charges). Typically, the surplus negative charge of the CP has to be
compensated by a surrounding layer of cations. This layer contains room charge, which terminates the electrical field
around the CP core. Throughout this document the charge compensation layer of cations is designated as the “halo”
of the CP, whereas the nuclei and the electrons comprising the CP (without the halo) is designated as the “core” of the
CP. The halo can also be modeled as a jellium, like the core. If the halo is fully compensating the charge of the core,
the linear charge density of the halo is

A= = 5~ (“2)
L

where @y, is the total charge of the halo, An =Q / L is the linear charge density of the nuclei in the core and M is the
linear charge density of the electrons in the core. For the purpose of computing the electric potential in the core, the
easiest way is to assume a homogeneously charged cylindrical shell with a radius p},, which is larger than the radial
extent of the electron orbits and the extent of the nuclear charge distribution of the core (simplification (i)). The shell
shall be concentric to the z-axis and have an infinitesimal wall thickness of dp. The charge density of the halo cations
then is

__"n
 2mpp 6p

%h

(43)

The potential summands sourced by the nuclei and the electrons had been specified in Eq. (22). The contribution
of the halo to the Coulomb potential computes as

1
- 47’1’60

oo b PRToP 1 X
o /0 o0 (1) G (0.0') 7' 00 = 3! / 55,0 (PP P e = DG opoon). @4

2 2
8 =0 h 8 €0

The contribution of the halo to the Coulomb energy of a single electron is

— ej\h

The additional charge of the halo increases the self-repulsion energy between the nuclear charges, as mentioned in Eq.
(40). In particular: The core-halo repulsion energy can be computed via:

En,h = Q. (46)
The halo self-repulsion energy is
_ 1
Ehn = 5@ (47)

The result in the above equation was divided by two, because the halo charges are interacting with themselves.
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2.11. Approximate solution of the radial wave function

The following ansatz will be used for approximating the radial wave function:

po¥, =R(r)=f(r) exp(—(r), (48)

where r = p/py is the relative radius, py = ag / v/An is the reference radius, f (r) is assumed to be a polynomial and
¢ € Rt is a tunable scaling factor.

The value of the exponential scaling factor ¢ can be determined by analyzing the asymptotic behavior of the wave
function R at r — 0o

¢ = \/Aln (P2 — a?E? — 2E). (49)

1 1 1
E:* PZ2_)\11<2+7_77
aV a2  a?

where An = Qag /eL is the linear nuclear charge density of the core in natural units, E = E/E},, Ey, = h? /meaf is
the Hartree energy, o = hi/mecay is the fine structure constant and P, = ag P, / h is the axial canonical momentum of
the electron in natural units

At the non-relativistic limit the exponential scaling factor computes as

Therefore,

1

thus

1
E=3 (P2 — AnC?).

Inserting (48) and (49) into radial Klein—Gordon equation (36) leads to:

(-

2 2
2
)\n< )\nm2 p2 042 1 1 1 Anéa
> 2| P2 - \n(2 — _F - — 51
2r+27‘2+2 2 \aV 7 nC+oz2 C +20¢2 2 r=0 oD
where Ec = —e® / Eh is the Coulomb energy in natural units and p, = aop. /% is the axial kinetic momentum in

natural units
For the non-relativistic limit the Schrodinger equation (37) leads to:

A A 1 A Anm? A?
_Zn N+n<24r)f/+<2nr<+ ;1:; pZAZJr;JrEC)fO. (52)
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Solutions to differential equation (51) or (52) consist of eigenvalues of ( and eigenstates of polynomial f. These
solutions can then be used to compute the eigenvalues of £ and eigenstates of ¥ o of the radial Klein—Gordon equation
(36) or Schrodinger equation (37).

Function f(r) can be approximated by a polynomial of r as follows:

J
fr)~ chrlm‘ﬂ' for ¢; € R (53)
j=0

Generally, constants c; and ¢ are depending on quantum numbers n, m and . For simplicity reasons, this dependency
is not reflected in the respective indices of these constants.
In Eq. (57) a number of ferms can be approximated by a polynomial of degree P:

2
2 2 2 P

p? a1 1 1 An¢

Pe (20 /P2 a2t — —E L AnCT Ny 54
5~ (a\/ 2 = A2+ — c) + 507~ 5 pZ i (54)

=0

where P < J —1land b, € R
At the non-relativistic limit (54) simplifies to:

A2 "
~P.A. + 5 + Ec ® ;)bprp, (55)

where P < J —1land b, € R
A good approximation accuracy has been achieved with P = 8. The coefficients c;can be computed by the iterative
formula from the value of cg:

P
1 2
= —— " 2m|+25j—1)c;_ +—§ bpCi_p_o ¢, 56
J (2|m|]—|—j2){<( Im| J )Jl /\np_opjp2} (56)

where ¢; = 0 forz < 0

Note, that the coefficients c;are all proportional to each other. Formula (56) stays the same at the non-relativistic
limit. The last coefficient c is zero, only in case £ is an eigenvalue. All eigenvalue can be found this way. The value
of coefficient cy can be determined from ¢ by normalization of the wave function R. The normalization condition (32)
requires:

2

oo foe) J
1=|R| :/0 \R(T)|2Tdr :A chrlm‘ﬂ exp (—2¢r) rdr. (57)
=0

That means, one has to scale all ¢; proportionally, such that (57) yields the value 1.
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2.12. Grouping, orbital occupation, self-consistent field iterations

The electron configuration of a CP consists of many orbitals, which are characterized by the quantum numbers n, m
and [. According to the Pauli Exclusion Principle each orbital can only be occupied by a maximum of two electrons
(one with spin up and one with spin down).

There are too many electrons in a CP to compute all occupied orbitals individually. Instead, ranges of orbitals
with contiguous values for [ are grouped together. Within a group all orbitals have the same quantum numbers n
and m. These orbitals of such groups differ in quantum number /. The arithmetic mean of the quantum numbers [
represents the group during computation. Equations (14) and (16) are computed by letting the summation run over the
occupied number of groups. Each summand is multiplied by the number of electrons it represents. For ground state
computations of the occupation should start with the lowest energy. It should progress to groups with successively
higher energy until the targeted number of electrons “found their orbital”.

Equations (14), (16) and (56), as well as the occupation process are depending on each other in a circular man-
ner. Thus, they can be computed only iteratively until reaching self-consistency between eigenstates, potential and
occupation. Within each of these SCF-iterations (self-consistent field iterations) there is a need for sub-iterations:

According to (16) and (26) the axial current density .J, and the vector potential A, are mutually dependent on each
other. Sub-iterations are required for making these quantities consistent with each other, while leaving the eigenstates
unchanged.

3. Computational Results from the Cylindrical Model
3.1. The physical properties of the “Golden Configuration”

The author has programmed a “simulator” tool [17], which implements the mathematics of the cylindrical model
described in Section 2. Many different configurations of CPs have been simulated successfully with this tool. In the
current section, only one of these configurations will be described, which the author believes is among the most stable
ones. This configuration is called the “golden configuration” throughout this document.

The golden configuration of a CP is characterized by the following input parameters:

e The computation was relativistic, i.e. the Klein-Gordon equation was engaged.

e A template with 14 750 orbital groups was used. The template specifies the quantum numbers n, m and

[ for groups of electrons. The orbitals (i.e. eigenvalues and eigenstates) of these groups were calculated

as candidates for occupation. 7375 of these groups were actually occupied in the order of the computed

eigenvalues.

The length of the CP was set to 9.6 mm.

The nuclei in the jellium had a mean charge of 48 elementary charges.

The linear charge density of the nuclei Ap was set to 500 elementary charges per picometer length of the CP.

The number of electrons was set to be 102% of the total number of elementary charges contained in all the

core nuclei combined.

e A halo of cations was configured to reside at a distance of 150py = 48.8 pm, such that the total charge of the
CP is zero (neutral).

e The core nuclear charge distribution was computed according to Eq. (60) with a standard deviation of 5§ =
90pg = 29.3 pm, a slope parameter of Slope = 105p9 = 34.2 pm and a cutoff parameter of Cutoff = 115p9 =
37.4 pm.

e The maximum number of coefficients ¢; of the wave function polynomial was set to 2150.

e The axial velocity of the electrons was limited to 10% < v, < 80% of the speed of light.
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Figure 7. Plots of three radial wave functions R(r) against the radius r; Left: With principle quantum numbers n = 1,2 and 3 and azimuth
quantum number m = 0. Right: With principle quantum numbers n = 4 and azimuth quantum number m = 1, 2 and 3.

The simulator tool in this case had to compute 44 iterations before reaching a self-consistent field status, where the
field of the electron charge distribution was self-consistent with the eigenstates of the occupied groups. The tool lists
the resulting eigenvalues (in eV) of the groups ordered by their quantum number in a huge triangular table.

The eigenvalues within a single field of the table are distinguished by quantum number [, i.e. the electrons of
the respective groups have different axial velocities. Each eigenvalue has a hyperlink, which upon clicking opens
a detailed description of the respective eigenstate, including a plot of the wave function. Plots with samples of the
computed wave functions are shown in Fig. 7:

As can be seen from Fig. 7, the number of zeros of the wave functions equals n — m, whereby the last zero is at
infinite radiuses. The radial extent of the wave functions generally increases with principal quantum number n. The
eigenvalues of wave functions with identical n and [ but different m are non-degenerate (i.e. they are different): The
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Figure 8. Distributions of the electron’s axial velocities (v,) and axial wave numbers (k). The occupied groups have been sorted at first by wave
number. Within the ranges of constant wave numbers the groups have then been sorted by velocity.
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Figure 9. Left: Electron eigenvalue distribution. The occupied groups have been sorted by energy eigenvalue; Right: Electron state density
distribution. It has been computed by exchanging the x and y axes of the left figure and then forming the first derivative via numerical derivation.
The state density measures, how many quantum states per electron exist in an infinitesimal energy interval.

radial extent of a wave function (with a fixed n) decreases and the eigenvalue decreases with increasing m.

The symmetry of the axial velocity distribution is broken, i.e. it is not centered symmetrically on zero. The
axial velocity correlates with the wave number of the axial de Broglie waves. The wave number distribution is also
asymmetric. Both distributions can be seen in Fig. 8:

e The total nuclear charge of the CP core is 7.69 x10~7 C.
e The total charge of the halo cations is an additional 1.54x10~8 C.
e The CP contains 100 billion nuclei.
e There are 4.90x10'2 electrons in the CP.
e Each electron group contains 664 million electrons.
e The maximum matter density in the CP core is 647 kg/cm?® for cadmium, 92.0 kg/cm?® for oxygen and 5.80
kg/cm? for hydrogen. For cadmium this is about 75,000 times denser than ordinary metal.
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Figure 10. Lefi: Radial distributions of the electron charge density (o) and the current density (J,). Right: Radial Distributions of the core
nuclear charge density (o) versus the total charge density (o).
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Figure 11. Left: Electric potential (¢) and magnetic potential (A). Right: Radial electric field (E;) and azimuthal magnetic field (Byp).

o The kinetic energy of the electrons ranges from 1.9 to 155 keV, stemming mostly from the axial movement
e The axial de Broglie wavelength of the electrons ranges from 0.108 to 0.113 pm

3.2. Varying the input parameters

The most prominent changes of the simulation results occur when the linear charge density of the core A\p is varied.
The total number of nuclei and electrons in the CP has been kept constant for this comparison: Other key properties of
a CP also change significantly, when the linear charge density of the core nuclei Ap is varied (Table 1):

Varying \p strongly changes the eigenvalue distribution: The minimum axial velocity also has strong influence on
the properties of the CP, mainly because it changes the axial current of the CP: Varying the minimum axial velocity is
changing the eigenvalues, because of the differences in the axial kinetic energy. Other key properties changing with
the minimum axial velocity are as follows (Table 2).

The staircase shape of the wave number graph is an artifact from electron grouping: A whole range of wave
numbers is represented by its mean value of the group. With a larger number of groups in the simulation template, the
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Figure 12. Electron charge density distribution (fop) and current density distribution (bottom) at different values for the linear charge density An
of the nuclei.
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Table 1. Changes of key properties, when the linear charge density of the core nuclei A, is varied (the “golden configuration is marked
bold).

Linear charge density 100 200 300 400 500 600 700 800

of the core (e/pm)

CP length (mm) 48 24 16 12 9.6 8 6.86 6
Reference radius (pm) 0.727 0.514 0.420 0.364 0.325 0.297 0.275 0.257
Mean expectation value 66.2 39.6 29.2 23.7 20.2 17.8 17.0 16.3
of the electron radius (pm)

Mean expectation —-0.0029 —-0.0159 -0.0433 —-0.0875 —-0.150 -0.231 -0.297 -0.374

value of the electron
charge density (e/pm?3)

Mean expectation -0.0222 -0.160 -0.529 -1.24 -2.48 -4.06 -5.26 -6.81

value of the current

density (A/pm?)

Formation energy per 9.79 24.4 43.4 65.2 92.3 118 136 158

electron (keV)

Min. electric potential -7.36 -18.3 -27.9 -39.5 -52.3 —60.7 —66.6 -79.6

of the core (kV)

Total axial current (kA) -0.779 -2.08 -3.90 -6.15 -9.21 -12.0 -14.2 -16.7

Mean axial velocity (c) 0.159 0.213 0.265 0.314 0.376 0.409 0.414 0.426

Max. magnetic 1.43 6.24 153 29.3 50.7 74.8 94.6 119

flux density (MT)

Characteristic 653 673 684 692 698 703 705 706

Impedance (€2)

Inductance (nH) 165 85.1 57.7 43.8 353 29.7 255 22.4

Capacitance (fF) 388 188 123 91.5 72.5 60.0 514 44.8

Magnetic flux (©uWb) 129 177 225 269 326 356 362 373

Energy of the magnetic 0.0639 0.235 0.560 1.06 1.91 2.72 3.28 3.98

flux per electron (MeV)

Minimum nuclear distance 27.8 15.7 11.2 8.80 7.42 6.52 6.16 5.83

(Zm =48, 8 and 1) (pm) 153 8.64 6.16 4.84 4.08 3.59 3.39 3.21
7.65 4.32 3.08 242 2.04 1.79 1.69 1.60

Lowest occupied 8.35 15.5 229 28.5 49.9 58.3 724 87.3

orbital eigenvalue (keV)

Highest occupied 26.4 61.5 102 147 206 258 298 350

orbital eigenvalue (keV)

Max. state density 114 429 25.7 18.2 11.6 8.83 7.56 6.03

per electron (1/MeV)

steps get smaller. The velocity ranges for neighboring wave number values are overlapping, which results in the saw
teeth shape of the velocity distribution graph. The energy eigenvalues of the occupied orbitals is distributed according
to Fig. 9. The charge density distribution and the current density distribution computed as follows.

At radius values around 32 pm the electron charge density exceeds the nuclear charge density. The resulting total
charge density distribution can be seen at the right side of Fig. 10. The electric and magnetic potentials, as well as the
electric and magnetic fields as a function of the radius is shown here.

Other computation results for the golden configuration are listed in column “500” in Table 1. Additionally, the
following values have been computed. The following diagrams compare the results of non-relativistic simulations (via
the Schrodinger equation) with relativistic simulations (via the Klein—-Gordon equation).

As can be seen above, there is virtually no difference in the electron charge distributions for both types of simula-
tion runs. The same is true for the individual wave functions. However, the eigenvalue distribution changes markedly
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Figure 13. Top: Changes of the eigenvalue distribution, when An is varied. Bottom: Changes of the eigenvalue distribution, when the minimum
axial velocity is varied.

between non-relativistic versus relativistic simulations. These changes lead to a higher (i.e. more endothermic) for-
mation energy and a lower state density at non-relativist runs. Except for the purpose of this comparison here, all
properties of CPs were obtained by relativistic simulations. The length of a CP and the number of electrons in the CP
core have only minor influence on the resulting properties. Therefore, no details are shown here.

3.3. Confinement, stability, formation energy, electron scattering

According to Fig. 11 the electric potential in the CP core is below —47.5 keV with an electron surplus of 2% against
the nuclear charges. The potential is repulsive to the electrons and attractive to the nuclei. The electric potential safely
confines/traps the nuclei inside the core. The negative potential is a direct result of the electron surplus in the CP core.
The larger this surplus is, the more negative the potential will become. It is believed that there is an equilibrium of
diffusion for the nuclei: If the core potential is becoming too negative, nuclei from the surrounding matter will be
pulled into the core. If the core potential is becoming less negative, nuclei from the core will diffuse out and will
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Figure 14. Electron charge density distribution (leff) and current density distribution (right), at different values of the minimum axial velocity (in
units of the light speed) of the electrons.
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Table 2. Changes of key properties, when the minimum of the axial velocity of the electrons is changed is varied.

Vz,min = 0

Uz, min = 0.1-c

Vz,min = 0.2-c

Formation energy 66.1 keV 92.3 keV 132 keV

Total axial current -6.38 kKA -9.21 kA -12.2 kA
Mean axial velocity 0.260 ¢ 0.376 ¢ 0.498 ¢

Mean expectation value of the electron radius 22.7 pm 20.2 pm 18.0 pm

Mean expectation value of the electron charge density ~ —0.120 (e/pm?) —0.150 (e/pm?) —0.190 (e/pm?)
Mean expectation value of the current density -1.43 (A/pm?) —2.48 (A/pm?) —4.05 (A/pm?)
Min. electric potential of the core -48.5kV -523kV -63.3kV
Max. magnetic flux density -32.6 MT -50.7 MT -74.4 MT
Minimum nuclear distance (Zy, =48) 8.15 pm 7.42 pm 6.92 pm
Lowest occupied orbital eigenvalue 36.9 keV 49.9 keV 78.1 keV
Highest occupied orbital eigenvalue 166 keV 206 keV 273 keV

recombine with electrons from the surrounding matter. A quantitative analysis of this equilibrium is not available,
however.

The magnetic potential confines the electrons in radial direction safely, because the axial velocity of the electrons
is in positive z-direction. Therefore, the electrons will be compressed against the z-axis (z-pinch). The confinement of
the electrons in axial direction exists only, if the CP has formed a closed loop, i.e. the electrons cannot escape at the
ends. In open-ended configurations of a CP, the electrons will be emitted at one end of the CP, while the other end will
be depleted from electrons. It is clear, that open-ended CP configurations are not stable. However, they can exist in a
transient manner, e. g. while being attached to a cathode and in the presence of a strong electric field. The cathode
in this case has to replace the electrons at the positive end of the CP, at the same rate the electrons are emitted at the
negative end. Within the current framework of the cylindrical model the length stability of a CP remains enigmatic.
In consequence it is uncertain at which densities CPs are most stable. On one hand, there is ample experimental
evidence available showing that CPs are either energetically metastable or dynamically stable with lifetimes sometimes
exceeding one hour. On the other hand, a CP with the binding energies according to Table 1 would just elongate itself
and decay, because the binding energies fall monotonically with the CP length.

Could the length stability be caused by a yet unknown term of the Hamiltonian, which lowers the formation energy
at higher densities? Arguments exist as to why the resistive losses in a CP at low or moderate temperatures are expected
to be extremely small: Small-angle scattering of the electrons would need to occupy higher-energy orbitals or would
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result in orbitals, which are already occupied. Thus, one can say that small-angle scattering is quantum mechanically
suppressed.

Large-angle scattering (such as the reflection of electrons by the core nuclei) is also suppressed, because the result-
ing orbitals would run in negative z-direction. The resulting eigenvalues would be higher than before the reflection,
i.e. the reflection will not occur. Only at very high temperatures (above hundreds or thousands Kelvin) will there be
sizable electron-phonon scattering (both, small-angle and large-angle). Some of the resulting eigenstates will have
negative axial velocities. These electrons will be repelled from the CP by the electric field (i.e. they will be lost). In
other cases, the resulting eigenstates will relax back (under electromagnetic radiation) to the lower-energy eigenstates,
which were populated before the scattering occurred.

Interestingly, the electrons, which will be accelerated in positive z-direction, cannot relax back to lower velocities,
because linear movement of charges does not radiate. In effect, very high temperatures in the core can increase the
mean axial velocity of the electrons. In order for the model proposed here to account for stable CPs, the resistive
loss will need to be very low. The reasons given above are thought to be plausible as to how this might come about.
However, further analysis or experimentation is required for clarification.

If the resistive losses are indeed very small, the magnetic flux of a CP is expected to be virtually constant in a sub-
millisecond timeframe. Over a longer time span the flux can potentially change slowly (in both directions, depending
on the external conditions). For a CP to decay, the axial movement of the electrons has to slow down. This, however,
takes a long time because of the said lack of electron scattering and because the magnetic flux can change only very
slowly.

4. Summary and Conclusions

Previously known as “strange radiation”, a novel aggregation state of matter has been characterized and named “con-
densed plasmoids” (CP). A quantum-mechanical model of CPs was built, a computer program was designed, and
computer calculations were used to obtain the properties of CPs. The computed properties are well-aligned with many
experimental findings in LENR, including the strange patterns left by CPs on the surfaces of electrodes and x-ray films.

CPs compress matter magnetically to such high densities that atomic nuclei can tunnel through the Coulomb barrier,
thereby enabling fusion. The current modeling is seen as being incomplete, because no length stability of CPs was
found and because the calculated intrinsic current of CPs appears to be larger than what can be concluded from the
experiments. This is probably caused by inaccuracies in the relativistic Hamiltonian.

Hopefully, the theory on CPs will reinvigorate the scientific discourse between research groups, startup companies
and other organizations, which lately were working on their patents and LENR reactor designs in an understandably
closed-lipped fashion. Without an open scientific dialogue on CPs however, the completion of this theory cannot be
achieved. Hopefully, the theory on CPs will be instrumental in the technical development of reliable, durable and safe
LENR reactors and timely commercialization.
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Abstract

This paper explores how the electromagnetic energies of the quarks within the nucleus affect the behavior of the Nuclear Force.
By examining the electromagnetic energies and forces, many questions about nuclear behavior can be answered and many insights
into the nucleus can be gained. Previous theoretical models for the nuclear force include only the Coulomb electric force of the
protons, but with little or no consideration of the electromagnetic characteristics of the quarks. By incorporating the electromagnetic
energies and forces into nuclear theory, this model has been able to achieve predictions of binding energy better than any previous
model, doing so by using only one variable instead of five. This model unifies the nuclear force to the electromagnetic force.
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1. Introduction
1.1. Electromagnetics and the nuclear force

The development of a proper theory of the nuclear force has occupied nuclear physicists for over eight decades and
has been one of the main topics of physics research in the 20 th and 21st centuries. The focus of this paper is the role
of electromagnetic energies within the nucleus and how these energies affect nuclear behavior. The emphasis of this
paper is electromagnetics, since this has been largely disregarded in previous models of the nuclear force. Although the
emphasis is on electromagnetics, this paper does not ignore quantum physics in any way, and the concepts of quantum
physics are included in this paper.

Currently, there is no one model of the nuclear force that can explain the majority of nuclear behaviors [1-4]. Here
is a brief list of the more salient nuclear behaviors that a successful model of the nuclear force should address:

e Particle decay — this includes alpha decay, beta-delayed alpha decay, proton decay, beta-delayed proton decay,
neutron decay, beta-delayed neutron decay, spontaneous fission, and beta-delayed spontaneous fission. (Beta
decay and gamma decay are not considered as particle decay.)

e The shape of binding energy curve.

*E-mail: nbowen@coloradomtn.edu.

(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123
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e Large quadrupole moments.
e Why and how excited energy states exist.

In this paper, the lowest energy configuration of hundreds of nuclides, from 2H to 2°8Pb, have been computer-
modeled and simulated, by applying the laws of electromagnetics to the quarks inside of the nucleus. The binding
energies of these nuclides have been calculated and compared to experimental data. Using only electromagnetics to
compute the binding energies, the calculated binding energies agree with the experimental binding energies within a
few percent. These computations are done by using only one variable, rather than five variables. (The Weizsicker
formula, which is a curve-fitting equation, uses five variables plus conditional logic to empirically curve-fit the ex-
perimental data.) No other current theoretical model of the nuclear force has been able to demonstrate such a tight
prediction of binding energy for all the nuclides from 2H to 2°®Pb with only one variable. This achievement is an
unprecedented success and strongly indicates the correctness of this new model.

This model assumes the laws of electromagnetics are valid inside a nucleus, and that these laws should not be
disregarded. This model asserts that is the electromagnetic properties of the quarks within the nucleus that create the
nuclear force and hold the nucleons in a nucleus together. The electromagnetic forces and energies cause the nuclides
to fall into the lowest energy state and configuration. It is asserted that this electromagnetic energy and the specific
lowest energy configurations of the nuclides are features that give the nuclides certain behaviors, such as binding
energy, large quadrupole moments, excited states, and particle decay.

The electromagnetic forces inside a nucleus, when taken into full account rather than being disregarded and ig-
nored, can explain much about nuclear behavior. A better understanding of nuclear behavior can be gained by applying
the knowledge and insight provided by the electromagnetic force. The role of electromagnetics within the nucleus is
a field that deserves further research and serious analysis by theoretical nuclear physicists. This paper serves as the
introduction and encouragement of further on-going theoretical investigations into the electromagnetic considerations
of the nuclear force.

1.2. Definition and clarification of terms

The “Nuclear Force” is that force which binds together the nucleons in the nucleus. Historically, the nuclear force
was called the “Strong Nuclear Force”, and was considered to be one of the four forces of nature, along with the
gravitational force, the electromagnetic force and the weak nuclear force. Soon after the discovery of quarks, the
force which holds the quarks together in a nucleon was called the “Chromo Dynamic Force”. This chromo dynamic
force, which is a sub-nucleon force, is considered to be much larger than the nuclear force. Later, the chromo dynamic
force was redefined as the strong nuclear force, which is now considered to be a sub-nucleon force responsible for
the behavior and interactions of sub-nucleon particles. The force which hold the nucleons together in a nucleus was
renamed as the “Nuclear Force”. To add to the confusion even more, there is a model of the nuclear force, which
is called the residual chromo dynamic force. This model is a model of the nuclear force, that force which holds the
nucleons together inside a nucleus. Because of this model, it is presumed that the nuclear force is simply a subset of
the strong nuclear force. Because of this association, it is still claimed that there are only four forces in nature: The
strong nuclear force, the electromagnetic force, the gravitational force, and the weak nuclear force. the strong nuclear
force has two parts, the chromo dynamic force which is sub-nucleon, and the nuclear force, which is that force holding
the nucleons together in a nucleus.

For clarity to the reader in this paper, the term strong nuclear force will not be used. Rather the term chromo
dynamic force will be used to reference that force which holds together the quarks inside a nucleon. The term nuclear
force will be used to describe that force which holds together the nucleons in a nucleus. The term residual chromo
dynamic force will be used to describe one of the models of the nuclear force, and it will be emphasized in italics as
the residual chromo dynamic force, to avoid any confusion of this force with the chromo dynamic force.
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1.3. Current concepts regarding the chromo dynamic force

The chromo dynamic force is thought to be much stronger than the nuclear force, by several orders of magnitude.
However, an actual definitive measurement of the strength of this force has not been made because particle physicists
have been unable to separate the quarks inside a nucleon. Presently there are numerous models, some of which are
quite complex and confusing, about what is inside a nucleon. These models attempt to describe the number of quarks
inside a nucleon, what components make up the bulk mass of a nucleon, and what gives a nucleon its spin. Particle
physicists believe that there could be several hundred non-valence quarks inside a nucleon. Suffice it to say, particle
physicists are not presently concerned about applying uncertainty principles to these hundreds of quarks. The motion
of the non-valence quarks is presumed to contribute to the orbital angular momentum of the nucleon, along with the
massless gluons that hold them together; however, this has not been confirmed experimentally. It is not the intention
of this paper to be a critique or review of the models of the sub-nucleon chromo dynamic force. In this paper, only the
three valence quarks are considered.

2. Brief Review of Current Models

There are numerous models for the nuclear force. Each model can provide some explanation of certain properties of
nuclei in their ground state, but no single model can explain all the properties. No complete theory exists which fully
which fully describes the structure and behavior of the nuclear force and of the nuclei which it controls [1-4]. Listed
below are brief descriptions of the more-commonly known nuclear models.

2.1. Gamow’s alpha decay model

One of the first descriptions for nuclear behavior was developed in 1928 by Gamow [5] to explain the observed alpha
decay for the large nuclides. This proposed mechanism uses the Schrodinger equation to describe how an alpha particle
can overcome its potential barrier via quantum tunneling. Gamow’s proposed mechanism is valid only for the larger
nuclides and does not apply to the near-instantaneous alpha decay seen in several of the smaller nuclides. Although the
tunneling mechanism serves as a good description for the process of large-A alpha decay, it assumes the alpha particle
is pre-formed inside the nucleus, an idea contrary to the independent particle models.

2.2. Weizsicker formula and the liquid drop model

The Weizsidcker formula [6] is simply a mathematical equation used to curve-fit the experimental binding energy data.
This formula is also known as the semi-empirical mass formula, meaning that the variables are chosen to curve-fit the
data empirically. It uses five variables and conditional logic to obtain the best fit to the experimental binding curve.
Although this curve-fitting formula is not a model per se, it is used in conjunction with the liquid drop model.

The liquid drop model, developed by Gamow in 1929 [7], states that nucleons bind only to their closest neighbors,
as in a drop of liquid. This concept is based on the experimental binding energy curve, for which the energy per
nucleon is relatively constant; this behavior is caused by the limited number of times that a nucleon can bind with
other nucleons. (Interestingly, this limitation is also true of the atomic bond within crystals. An atom in a crystal
can bond only to its nearest neighbors, thus the number of bonds which can be formed by a single atom is limited.)
The liquid drop model assumes the nucleus is spherical. In conjunction with the curve-fitting Weizsédcker formula, the
liquid drop model can predict the experimental binding energies to within a few percent. The liquid drop model offers
only a conceptual explanation for spontaneous fission, but it does not offer a rigorous mathematical description for this
behavior. For example, it cannot explain why certain nuclides such as 23"Cf exhibit fission, but other larger ones, such
as 275Hs do not. The liquid drop model does not consider excited states, large quadrupole moments, or other types of
nuclear particle decay.
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2.3. Meson exchange model

In 1935, Hideki Yakawa proposed that the nuclear interaction was mediated by an exchange of mesons [8]. This meson
exchange model served, for many years, as a good description for the underlying mechanism of nuclear binding.
However, the model itself is does not attempt to explain binding energies, particle decay, excited states, or large
quadrupole moments.

2.4. Alpha cluster model

The alpha-cluster model was developed in 1938 [9] to explain the stronger binding energy that is experimentally
observed for nuclei with an integer number of alpha particles. When used in conjunction with the alpha decay model
[5], together these models can explain the mechanism for alpha decay of the large isotopes, as well as correlating the
experimentally observed energy of the emitted alpha particles to the half-life of the alpha decay. Recently, there has
been much experimental evidence that excited states of nuclides are indeed made of clusters of alpha particles [10-
15], as well as other building blocks. More recent theoretical refinements of the alpha-cluster model have provided
increasing insight into these experimental observations [16-23].

2.5. Independent particle model

There are several independent particle models of the nuclear force, of which the Fermi gas model [24] is the simplest.
These models hypothesize that nucleons move independently, confined inside a three-dimensional energy well, and
that the nucleons do not interact with each other to any significant extent. By using this concept, these independent
particle models are much easier to solve mathematically than an n-body problem of the nucleus. The more complex
independent-particle models alter the shape of the potential energy well, from that of the Fermi gas model, by using
numerous variables depending on the nuclide being studied. This alteration is done to predict the excited states of the
nuclide. However, these independent-particle models cannot explain large quadrupole moments, unless a non-radial
energy well is pre-assumed for the Hamiltonian. These models do not attempt to explain the binding energy curve or
particle decay.

2.6. Shell model

The nuclear shell model was first hypothesized in 1932 and further developed in 1949 [25-27]. It is considered to
be an independent-particle model, based on a concept similar to the electronic shell structure of atoms. The model
is an attempt to explain the minor deviations that have been observed between experimental data and the Weizsicker
formula. This model assumes there is a passive nuclear core of nucleons, beyond which only the valance nucleons
contribute to the nuclear behavior. The shells are based on “magic” numbers. When experimental data is compared to
the Weizsicker formula, the inconsistencies are observed to be larger at these magic numbers. Another experimental
observation of magic numbers, unrelated to the Weizsicker formula, is that for the lowest excited spin-2 state of the
even-even nuclides, the energy is a higher for the nuclides with magic numbers than for nuclides with non-magic
numbers. Another experimental observation of magic numbers is that the neutron separation energy has a slight step
for the nuclides when N is equal to a magic number.

Theoretically, to get these magic numbers, the shell model starts from a potential well called the “Woods—Saxon”
potential. This potential energy well lies somewhere between the abrupt square well and the smooth harmonic-
oscillator well; it also asymptotically approaches a zero energy at the well boundary. To this Woods—Saxon potential, a
spin—orbit term is added, in an attempt to duplicate the observed magic numbers. However, the result does not coincide
with these magic numbers unless an empirical spin—orbit coupling is also added. The shell model does not explain
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any type of particle decay or large quadrupole moments [28]. The shell model uses the Pauli Exclusion Principle to
predict spins; however, it can only do this accurately if the Nilsson terms are included [28]. The Nilsson term is not a
“term” in the strict mathematical sense of the word; rather it is at least two or three different variables, with values that
are dependent on the nucleus being studied. These are often referred to as “spaghetti plots” due to their complicated
natures. When the Nilsson terms are included into the spin-orbit coupling constant, a better prediction of the nuclear
spins can be achieved [29].

2.7. Collective model

Another model is the Bohr—Mottelson model, also known as the collective model [30-34]. This model is described
as a combination the essential features of the liquid drop model and the shell model. In the shell model, one regards
the primary form of motion as the orbital motion of the individual nucleons in the average nuclear field. However,
in the liquid-drop model one looks at the simple collective motions of the nucleons. Both of these forms of motions
are observed experimentally in nuclei to some extent. Thus, the Bohr—Mottelson model is a more general description
of nuclear structure, one that considers the total state of motion as a superposition of these two basic components of
motion. Such a description is regarded as a generalization of the shell model, in which the nuclear field is no longer
considered to be considered constant, but rather to be considered to be a dynamic variable, in that the net nuclear
potential undergoes deformations away from a spherical well. The Schrodinger equation is solved for non-spherical
net nuclear potential. This variation of the collective nuclear field is linked with the vibrating shape of the nucleus.
By using this dynamically-variable nuclear field the Bohr-Mottelson model can more closely estimate magnetic dipole
moments and large electric quadrupole moments.

2.8. Collective-motion model

The collective-motion model (not to be confused with the collective model) is more of an experimental observation
than a model. The experimentally-measured spin energies of the nucleus indicate that the nucleus is not a collection
of independent particles moving randomly with respect to each other, but rather the rotational moment of inertia of
the nucleus is similar to a rigid structure. This behavior is referred to as an apparent collective motion of the nucleus
[35,36] whereby the nucleons within the nucleus appear to move with a collective motion.

2.9. Effective field model

Several other models are grouped together under the term “effective field models” [37]. These models incorporate an
approximation for the overall Hamiltonian, often times using as many as 40 or more variables to curve fit the predicted
results to the observed experimental data [38]. These effective field models are used to explain results from scattering
experiments.

2.10. Residual chromo dynamic model

The residual chromo dynamic model [39], similar to the meson exchange model of 1935, postulates that the nuclear
force is caused by the exchange of virtual light mesons, such as the virtual pi-mesons (aka pions). In this model, the
nuclear force is produced by a potential energy well that is a residual short-range force of the chromo dynamic force.
The chromo dynamic force is the force that holds the quarks together inside the nucleon, in which dissimilar colors are
attracted to each other, but similar colors are not. Conversely, the residual chromo dynamic force occurs outside the
nucleon. It is postulated that this residual force bonds the quarks in one nucleon to a quark in another nucleon. The
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Figure 1. The nuclear binding of deuterium, as hypothesized by the residual chromo dynamic force.

residual chromo dynamic force thereby binds the two nucleons together. In other words, the residual chromo dynamic
force is an inter-nucleon force between two quarks. The residual chromo dynamic force is often compared to the Van
der Waals force, a force that is electromagnetic in nature, due to the electric dipole moment of the molecules. Figure 1
depicts the residual chromo dynamic force for a deuterium nucleus, showing the quarks (red, blue and green). The
chromo dynamic forces are represented in Fig. 1 by the bond black lines, and the residual chromo dynamic force is
represented by the gray dotted line.

The proton is composed of one down quark and two up quarks; the neutron is composed of one up quark and two
down quarks. The quarks are shown in the colors of red, green, and blue. The chromo dynamic force is represented
by the darker coils in the nucleons. The lighter coils represent the residual chromo dynamic force, between the
nucleons. With regard to quantum chromo dynamics, the word “color” has no relation to visible color. Also, the terms
“up” and “down” have no relationship to vertical direction. Similar to the liquid drop model, the residual chromo
dynamic model clarifies why a nucleon is bonded only to its nearest neighbors. Corresponding to the meson exchange
model of the 1930s, the residual chromo dynamic model hypothesizes that the nuclear force is due to an exchange
of virtual particles. This model is one of the few models of the nuclear force that takes quarks into consideration.
However, mathematically, it is very difficult to derive the nuclear force from the quantum chromo dynamics using the
Schrodinger equation [40], even for a system of only two nuclides. This difficulty arises because each nucleon consists
of three quarks, such that the system of two nucleons is a six-body problem.

2.11. Electromagnetic hydrogen model

An electromagnetic model of the nuclear force was proposed [41], which can accurately give the binding energy for a
few of the hydrogen isotopes, but this model has yet to be extended to larger nuclides. It is based on an assumed dipole
moment of a bonded neutron (as opposed to a free neutron).
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2.12. Model summary

In summary, the current models focus on specific aspects of the nuclear force, most of them relatively secondary
behaviors, rather than focusing on the more salient behaviors, such as particle decay. The following is a partial list of
some very basic questions that should be answered by a good model. Currently, no one model can answer them all.

e Why do certain medium-sized isotopes, such as °°Dy, exhibit alpha radiation, and yet certain larger isotopes,
such as 298Pb, do not?

e Why is ®Be so extremely unstable, and why does it exhibit alpha radiation?

o Considering the daughter nuclides after the fission of 23°U, why is there an extreme double-humped curve?

Why do certain light isotopes (such as “He, ®Be, 12C, 160, 2°Ne, etc.) have a spike in their binding energy

per nucleon?

Why does “He have a zero thermal nuclear cross section?

Why is He so extremely unstable?

Why are the magnitudes of quadrupole moments so much larger than any model predicts?

What causes a nucleus to eject a neutron (aka neutron decay) in certain nuclides?

What causes proton decay in certain nuclides?

What causes alpha decay in certain nuclides?

What causes spontaneous fission in certain nuclides?

What causes beta-delayed neutron decay in certain nuclides?

What causes beta-delayed proton decay in certain nuclides?

What causes beta-delayed alpha decay in certain nuclides?

What causes beta-delayed spontaneous fission in certain nuclides?

For most of these questions, the current models cannot offer any theoretical answer, other than to say, “because
experimental energy levels allow the transition.” This response is not a valid theoretical answer, and is merely an
experimental observation in support of the laws of thermodynamics. However, all of these questions can be answered
with a better understanding of electromagnetic forces within the nucleus.

3. Recent Changes in Our Understanding of Nucleons
3.1. Quarks

In 1964, the existence of quarks was proposed independently by Gell-Mann and Zweig [42—45], changing the concept
of the proton and neutron from homogeneously-charged particles to particles having electrical inhomogeneity. A
proton is made up of three valence quarks, two up quarks and one down quark. A neutron is also made up of three
valence quarks, two down quarks and one up quark. (Other non-valence quarks may exist inside the nucleons.) Up
quarks have an electrical charge which is 2/3 of an elementary charge. Down quarks have a charge which is —1/3 of
an elementary charge. Since these concepts about quarks were introduced, we now know that the electrical charge and
magnetic moments of a nucleon are confined to the quarks, rather than being homogeneously distributed throughout
the nucleon. Illustrated in Fig. 2 are three shorthand symbolic representations, showing the up and down quarks, and
the electric charges associated with them. In the first representation, the up quarks, in red, have a ++ charge (2/3 of an
elementary charge), and the down quarks, in blue, have a — charge (1/3 of an elementary charge). The second symbolic
shorthand representation shows just the ++ and — electric charges associated with the quarks. The third symbolic
shorthand representation shows just the quarks as red and blue dots. (Please note that the colors in these figures do not
relate in any way to the chromo dynamic force.) The magnetic moments of the up quarks are out of the page, and the
magnetic moments of the down quarks are into the page; these moments are not shown.
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4

Figure 2. Three shorthand simplified representations of protons and neutrons.

3.2. Angular momentum and mass of quarks

Prior to the 1980s, particle physicists believed that the spin angular momentum of the quarks was the only contribution
to the angular momentum of the proton and neutron. However, experiments proved this concept to be wrong, creating
what was called the nucleon spin crisis [46-51].

Further, it was recently learned that the rest mass of the three valence quarks make up a small percentage, approx-
imately 1% or less, of the total mass of a nucleon [52]. Quarks are now considered to be point-like particle, similar to
electrons, having no physical dimensions. (Thus in the drawing in Fig. 2, the circles representing the quarks are not
meant to represent their actual physical dimensions, nor is the ratio of their radius to the radius of the nucleon meant
to be drawn to scale.)

Since mass of the quarks is extremely small, they do not carry much, if any, kinetic energy related to their intrinsic
angular momentum. Quarks have an intrinsic spin of 1/2, but similar to the electron, there is no classical radial speed
at which the particle is spinning. In a free nucleon, one that is not bonded inside of a nucleus, it was assumed prior to
the 1980s, that the quarks were free to move around with no net orbital angular momentum, and the sum of the spin of
the quarks was assumed to be equal to the spin of the nucleon. However, it was found experimentally that the spin of
the nucleon is not equal to the sum of the spin of the quarks [46].

Particle physicists now believe there is a net orbital component to the movement of the quarks, rather than random
motion. It is currently postulated by particle physicists that the spin of the nucleon, as well as the bulk of its mass, is
due to the collective motion of the hundreds of energetic quarks and gluons inside a nucleon. There is another issue
concerning these quarks and massless gluons confined within the nucleus, related to uncertainty, forcing the quarks to
be extremely energetic. Exacerbating this issue even more, in 2013 as a result of better experimental measurements,
the charge radius of the nucleon was corrected to a smaller value of 0.84087 fm [53]. Calculations for the residual
chromo dynamic model circumvent this issue by using unrealistically large values for the masses of the quarks in their
calculations, and then extrapolating down to the more realistic smaller values [54]. (This unrealistically large value
used for the quark mass also helps the convergence of the computer solution, but it also creates potentially large errors
in the resultant answers.)

Recall that the chromo dynamic force is considered to be large enough to confine and bind together the energetic
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Figure 3. Ikeda diagrams of four simple nuclides.

quarks, despite their energetic vibrating circular motion. Random motion of the quarks inside a bonded nucleus need
not be assumed, especially since the orbital angular momentum of the quarks is considered to contribute a significant
part of the proton’s spin.

3.3. Recent experimental and theoretical progress of the cluster model

The recent research regarding the clustering model has shown that clustering structures do indeed exist within nuclei
[55-60], confirming the concept of an actual structure inside a nucleus. Recent research in the clustering structure
of nuclides further corroborates the experimentally observed collective motion of nuclei, strongly suggesting that
nucleons do not move independently inside a nucleus. Clustering is observed as a general phenomena at high excitation
energies in light alpha-like nuclei, and clustering is a general feature not only observed in light neutron-rich nuclei, but
also in less common systems, such as ''Li and “Be [23]. The alpha-cluster model has now been extended beyond just
the alpha nuclei, with much study and research in the field of cluster structure and of the so-called “nuclear molecules”.
These “nuclear molecules” can be thought of as being built from building blocks or segments, which are linked together
to form chain-like structures, called “nuclear molecules.”

These nuclear molecules are illustrated graphically in Ikeda diagrams [60]. A sample of Ikeda diagrams are
shown in Fig. 3, to familiarize the reader with this type of diagram for nuclear structure.

As can be seen from the Ikeda diagrams, the nuclear segments form chain-like configurations, to create the nuclear
molecules of the nucleus. Again, this is long chain-like shape is verified both experimentally and theoretically within
the nuclear cluster model. (It is possible that this chain-like shape curls up to form a more elliptical overall shape, like
a coiled chain.)

4. A Slight Conceptual Change to the Residual Chromo Dynamic Force

The residual chromo dynamic force postulates that the nuclear force is a residual effect of the chromo dynamic force
and the “color charge” of the quarks. The residual chromo dynamic force is postulated to be an exchange of pions
between the quarks of different nucleons. However, one simple extension to this hypothesis makes an interesting
difference in our understanding of the forces involved within the nucleus. If this force is dependent upon the up/down
polarity of quarks, rather than the color charge of the quarks, then many questions can immediately be answered. The
concept here is that a down quark is attracted to an up quark, but not to another down quark. Similarly, an up quark is
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attracted to down quark, but not to another up quark. The nuclear force is then simply the attraction of the up quark
in one nucleon to the down quark in another nucleon—an inter-nucleon force between two quarks. When a bond is
made between these two different quarks in two different nucleons, the nucleons themselves are thus bonded, and the
nucleus is at a lower overall energy than the sum of the constituent parts. (Thus, it has a higher binding energy.)

This simple change of concept, that the nuclear force is dependent upon the up/down polarity rather than the color
charge of the quark, easily explains why a system of six protons and six neutrons is at a lower energy (and at a higher
binding energy) than five protons and seven neutrons. It is because six protons and six neutrons can form one bond
for every pair of up-down quarks. There are 18 up quarks and 18 down quarks in the system of six protons and six
neutrons, thus there could be 18 pairs of up—down quarks, and 18 bonds. However, for five protons and seven neutrons,
there are 19 down quarks and 17 up quarks, thus only 17 bonds could be formed. The nucleus with five protons and
seven neutrons would be at a higher overall energy (and at a lower binding energy) than the system of six protons
and six neutrons. With this simple change, we can also now understand why a nucleon can only bond to its nearest
neighbors. Specifically, a nucleon can only bond to three other nucleons because it only has three valance quarks
with which to bond. The quarks involved in the bonding must be of opposite up/down polarity. This single concept
immediately explains the asymmetry force of the Weizsicker formula, because the greatest number of bonds occurs
when there are equal numbers of up quarks and down quarks, which in turn means an equal number of protons and
neutrons.

This new concept explains why there is a limited number of bonds for each nuclide in the nucleon, clarifying in a
definitive explanation the first term of the Weizsidcker formula. Also, as a direct result, there is a definitive explanation
of the asymmetry force—because unequal numbers of neutrons and protons form fewer bonds. The Coulomb energy
term of the Weizsicker formula is also easily explained as being related to the electrical energy of the net positive
charges. For this one simple change in the residual chromo dynamic model, we can understand three of the five terms
of the Weizsicker formula as being a direct results of the quark-to-quark inter-nucleon binding. Thus, this simple
variation of the residual chromo dynamic force, based on up-to-down polarity rather than color charge, associates the
residual chromo dynamic model with the conceptual terms of the semi-empirical Weizsédcker formula.

Quick calculations have been made to test this hypothesis [61]. These calculations show that this concept of inter-
nucleon up-to-down quark bonding reproduces the binding energy curve surprisingly well, using only one variable —
the strength of the bond. Such good replication, achieved with simple mathematics, points toward the correctness of
this concept. The quick calculation of this concept did not assume any particular type of force for the bond; it only
assumed that a bond was formed between an up quark and a down quark. If the electromagnet force is assumed to be
the force between the up and down quarks, then a more rigorous and detailed calculation can be done; this is the topic
to be explored in this paper.

First, a brief review of the electromagnetic force is given.

4.1. Electromagnetic forces within a nucleus

As outlined above, if the residual chromo dynamic force is related to the up/down quark polarity (such that a bond can
form between an up quark in one nucleon to a down quark in another nucleon) then this simple concept explains many
aspects about nuclear behavior in an understandable manner.

Recall that the electrical charges and magnetic moments of the nucleons are contained within the quarks. Due to
the inverse-square-law dependence with distance for this force, the electromagnetic forces between an up quark and
a down quark can be extremely strong, if they are close enough. The purpose of this paper is to determine if the
electromagnetic forces can be sufficiently strong to hold the nucleons together in the nucleus.

Shown in Fig. 4 is a representation of an electromagnetic bond.

In other words, the force binding these two nucleons is the electromagnetic force between the quarks.



204 N.L. Bowen / Journal of Condensed Matter Nuclear Science 33 (2020) 194-223

\ lines of up quark

/ down quark A, electric A
/ \ ficld / \

| up quark down quark \
| @

| I|
| |
| ) /

/.. A} /
/ \
distance’, down quark /

up quark between
quarks

— L — -

Proton Neutron
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4.2. Brief review of the electric energy

The electric energy [62-65] between two electrically charged particles is shown in Eq. (1), where 712 is the distance
between particles 1 and 2, and ¢; and g5 are the charges on particles 1 and 2, respectively. Ug; 2 is the electric energy.

Ug12 = e (D

((47eo) (r12))

For additional charges, the electrical energies are simply summed for every pair of charges, as shown in Eq. (2).

%49
Uelectrlc total — Z Z 471'60 TU)) . (2)
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4.3. The magnetic energy

The magnetic energy [66—72] between two magnets is more complicated than the electric energy because it has vector
and position dependence. Given two magnets, with magnetic moments 1 and po, the magnetic field of magnet; must
be determined at the location of magnet,. This magnetic field is symbolized as B12. The resultant energy, Unagnetic 125
is the negative dot-product of the vector po with the vector Big, as shown in Eq. (3).

—
Umagnetic 12 = _M_2> - Bya. 3)

For a collection of magnets, the total magnetic energy is the double summation over all magnet pairs, as shown in
Eq. (4).

n—1 n
Umagnetictotal = Z Z *ﬁi : Bija (4)

i=1 j=i+1

where Eij is the vector magnetic field established by the 7 th magnet at the location of the j th magnet.
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The equation for Eij is

5 ®)
ro.

ij = =
47 g

5o Mo {3(ﬁj Tig) T T?j(ﬁj)}

Due to the vector properties of this energy, the lowest energy configuration for two magnets is a stacked bond, in
which the magnetic moments of the magnets are aligned, in a stacked orientation with respect to each other, and as
close as physically possible. Another way for two magnets to bond is a side-by-side bond, with the magnetic moments
anti-parallel, oriented side-by-side, and as a close as physically possible. An angled bond, in between a stacked and a
side-by-side bond, will give intermediate results.

Combining Egs. (2), (4), and (5), we see that the total electromagnetic energy of a distribution of charges and
magnets is shown in Eq. (6).

: 5 (T 172) = 73, (- )
UM total = Z Z 47T€§ 4 + Z Z { A r;- J A (6)
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From quantum field theory we know that quarks behave like point-like Dirac particles, each having their own inherent
magnetic moment, rather than having a magnetic moment caused by a current loop of spinning charge [73,74].

4.4. The limitation of the electromagnetic force

Prior to the 1960s, the proton was incorrectly thought to be homogeneously charged and to have a radius of about
1.2 fm. As a result, the strongest electrical energy between two such protons was thought to be 9.6 x 10715 J.

The energy required to free a single nucleon from a nuclide is experimentally much larger than this. For this
reason, the nuclear force was believed to be much stronger than the electric force. As a result, this incorrect concept
of a homogenously charged proton created an incorrect limitation of the electric force. Unfortunately, this incorrect
concept is still often perpetuated even today, completely ignoring the electrical characteristics of quarks.

If the minimum quark-to-quark distance (defined as the minimum distance of one quark in one nucleon to a second
quark in another nucleon) is 1/10 the radius of a proton, the electrical energy between the two quarks is 6.1 x 10713 J.
This value is made even larger by including the magnetic energy. Mathematically, in the limit as the distance goes
to zero, the electromagnetic energy goes to infinity. Hence, the electromagnetic energy can be extremely large if
the quarks are close enough to each other. Since the charge of the nucleons resides within the quarks, it is obvious
that a quark from one nucleon could bond electromagnetically with a quark in another nucleon, and that the resultant
electromagnetic force between two such quarks can be extremely large.

4.5. Short-range vs. long-range forces

Since there is no indication of a nuclear force at large distances, it was previously thought that the nuclear force
must be a short-range force. Due to the misconception that protons were homogeneously charged, it was thought
that the electromagnetic force could not be same as the nuclear force; thus the existence of a force, different from
the electromagnetic force, was postulated. Given the understanding that the nuclear force is electromagnetic, the
requirement of a short-range force is no longer necessary.
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4.6. Brief review of the nuclear electric quadrupole moment

The electric quadrupole moment of a distribution of charge is a frequently misunderstood topic that deserves review
before proceeding [75-77].

A monopole moment is the net charge of an object, assuming the object has a spherical distribution of charge with
radial symmetry. Any distribution of charge with radial symmetry will have only an electric monopole moment. If the
distribution has a polarity of positive and negative charges, then the object will also have an electric dipole moment.
If the distribution of charge has an ellipsoidal shape, instead of a spherical shape, then the object will have an electric
quadrupole moment. The quadrupole moment is related to the eccentricity of the charge distribution, and it can be
either prolate (positive, cigar shaped) or oblate (negative, pancake shaped). The quadrupole moment of a non-spinning
object is referred to as its “intrinsic” quadrupole moment, and this moment is different from the “measured” quadrupole
moment, if the object is spinning.

If a prolate object (with an intrinsic quadrupole moment ()y) is spinning, then depending on the axis of spin, the
measured quadrupole moment may be smaller than the intrinsic quadrupole moment, and it can even be negative.
However, the measured quadrupole moment cannot be larger than the intrinsic quadrupole moment. Thus for an
intrinsically prolate charge distribution, the measured quadrupole moment can be smaller in absolute value than the
intrinsic quadrupole moment, and it can be either positive or negative. It cannot be larger in absolute value.

Correspondingly, if an oblate object (with an intrinsic quadrupole moment — (o) is spinning, then depending on
the axis of spin, the measured quadrupole moment can be smaller in absolute value, all the way to zero. The measured
quadrupole moment cannot be positive, and it cannot have a larger absolute value than the intrinsic quadrupole moment.
Thus, for an intrinsically oblate charge distribution, the measured quadrupole moment can be smaller in absolute value
than the intrinsic quadrupole moment, and it can be either zero or negative.

To reiterate, the absolute value of the measured quadrupole moment of a spinning object can never be larger than the
absolute value of the intrinsic quadrupole moment. Thus, if a nuclear model predicts a small intrinsic quadrupole mo-
ment, smaller than the measured quadrupole moment, then this model is inherently flawed and incorrect. Conversely, if
a nuclear model predicts a large intrinsic quadrupole moment, one that is larger than the measured quadrupole moment,
then this can easily be explained as being due to the angle of the spin axis.

Taken into the quantum realm, similar principles apply. The measured quadrupole moment, @ easured, 1S related
to the intrinsic quadrupole moment, Q;intrinsic> as shown in Eq. (7)

K? - 1
3 J(J + ))7 o

(J+1)(2] +3)

where K is the projection of the spin axis onto the symmetry axis and J is the total spin of the nucleus [76].

There is a common misconception that large quadrupole moments only exist in isolated sections of the nuclear
table; however, the data for nuclear quadrupole moments and the nuclear deformation parameters show that this concept
is not true. Figure 5 shows all the experimental quadrupole moments for all nuclides from A = 0 to 250 for those
nuclides with a spin. The blue line in Fig. 5 shows the predicted maximum quadrupole moments of the shell model.
(All data for Fig. 5 extracted from [78].)

Figure 6 shows the quadrupole moments for the nuclides with even—even values of Z and N, all of which have 0
spin. In Fig. 6 note that all of these quadrupole moments are much larger than what the shell model can explain, which
is again indicated by the blue line. (All data for Fig. 6 are extracted from [79].)

A quantity similar to the quadrupole moment is the deformation parameter. Figure 7 shows all the experimentally
known deformation parameters. If the shell model were correct, then all of the deformation parameters seen in Fig. 7
should be less than one, indicated by the blue line. However, they are much higher. (All data for Fig. 7 are extracted
from [79].)

Qmeasured = Qintrinsic (
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Figure 5. Experimental quadrupole moment. The predicted maximum quadrupole moment of the shell model is shown by the blue lines.

As can be seen, the quadrupole moments and the deformation parameters are much larger than the shell model can
explain. As shown in Figs. 5-7, almost all nuclei have a quadrupole moment and deformation parameter that are much
larger than what the shell model can explain. The distortion is not just in a few isolated regions of the nuclear table,
but covers the entire range. The large experimentally measured quadrupole moments for the vast majority of nuclides
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Figure 6. Experimental quadrupole moment of even-even nuclides. The predicted maximum quadrupole moment of the shell model is shown by
the blue line.
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Figure7. The ratio of the experimental nuclear deformation parameter divided by the predicted deformation parameter of the shell model, indicated
by the blue line at the value 1.

negates any concept of spherical nuclides. These large quadrupole moments are in direct conflict with any model that
pre-assumes a spherical shape.

With the exception of analyzing quadrupole moments, presently when researchers interpret the data from an exper-
imentally probed nucleus, the shape of the nucleus is pre-assumed to be a spherical shape. Then, for this pre-assumed
spherical shape, the best value of its radius R is forced-fit to the data, without any attempt to examine a different shape
[80-82]. For example, the interpretation of the electron scattering data only considers the electric monopole moment.
The interpretation of this data is then normalized over the charge density to force-fit the charge inside a sphere. A
Gaussian curve is assumed as the skin of the nuclide. So regardless of the actual shape, the forced-fit normalized
data makes the nucleus appear to be spherical in shape with a Gaussian skin. Even the so-called model-independent
interpretations of scattering data still assume a spherical shape [83]. The experimental data is force-fit to be spherical
to match the models, and most of the current nuclear models pre-assume a spherical shape, perpetuating the miscon-
ception regarding a spherical nucleus. As can be readily seen in Fig. 5, there is very little experimental justification
for a spherical shape.

4.7. The Schrodinger equation

The Schrodinger equation [84] is a useful tool and has been successful in many areas of quantum physics, especially
for the behavior of atomic electrons. The Schrédinger equation is a second-order differential equation that can only be
solved for a given potential energy, kinetic energy, and initial conditions. Thus it is inherently difficult to use. Previous
nuclear models have tried to model the nuclear potential, using different formulas for the Hamiltonian to obtain the
probability function of the particle in question. However, the Schrodinger equation has proven to be extremely difficult
and almost intractable to use for the nuclear force, especially for large nuclides.

If the Schrodinger equation is to be used properly for the nuclear force, the correct solution can only be obtained if
the Hamiltonian is related to the electromagnetic energy of each individual quark in the nuclide. The proper potential
energy well must take into account an energy that can be both attractive and repulsive, as well as taking into account the
vector properties of the energy. However, even without polarity and vector dependence, the quark-based solution for
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even 2H has proven to be extremely difficult [28]. Fortunately the electromagnetic equations are more easily applied.

4.8. The concept of a nuclear bond similar to an atomic bond

For the electromagnetic model, the nuclear bond is an energy well between the two quarks forming the bond. The
energy well is between the up quark of one nucleon and the down quark of another nucleon. It is this bond between the
quarks that lowers the overall energy of the nucleus. This aspect is similar to the electronic bonds between the atoms of
a molecule. In atomic bonding, one atom cannot bond to an indefinite number of other atoms. Similarly, one nucleon
cannot bond to an indefinite number of other nucleons. Rather the number of bonds is limited by the number of quarks
available for bonding. Thus each nucleon, with only three valence quarks, can only bond to three other nucleons. Two
quarks are needed for one bond.

4.9. Summary of the electromagnetic force within the nucleon

The following is a review of the basic concepts for the proposed electromagnetic model.

The electromagnetic force is valid inside the nucleon.

The electric charge and the magnetic moment of the nucleons are contained within the quarks.

The quarks of the nucleons have a spatial quantum probability distribution associated with the nucleon in
which they are located. (An equilateral triangle is assumed for simplicity.)

There are three possible bonds per nucleon, one for each valence quark. After three bonds, the nucleon cannot
bond to a fourth nucleon.

e A pair of quarks, one from two different nucleons, is needed for one bond.

All of the above considerations are used in this electromagnetic model, along with the following quantum considera-
tions.

e The kinetic energy of the quantum angular momentum of the nucleus [85-87] is also properly taken into
account. (Note that this kinetic energy of the nuclear angular momentum strongly correlates to the energy of
the paring term in the Weizsédcker formula.)

e The lowest energy configuration is assumed for the ground state.

e There is a minimum distance between two quarks of two different nucleons, consistent with the Pauli Exclu-
sion principle and the hard core repulsion.

e The hard core repulsion of the nucleons prevents any given nucleon from bonding more than once to another
given nucleon. Any nucleon that attempts to bond twice to another nucleon is involved in a “double-nucleon
bond”. A double-nucleon bond is not allowed; an attempted “double-nucleon bond” will break both bonds.

e A quark that attempts to bond to more than one other quark is engaged in a “triple-quark bond”. This triple-
quark bond is not allowed, and an attempted triple-quark bond will break the bonds.

5. The Nuclear Configurations of the Lowest Energy States

For every nuclide in this paper, the position of each quark is defined in a matrix with xyz spatial coordinates and
an electric charge value of either —1/3 or +2/3 of an elementary charge. The value of the magnetic moment, for
either the up or down quark, and the three dimensional vector direction of each magnetic moment for each quark are
also included in the matrix. Stacked magnetic bonds, angled magnetic bonds, or side-by-side magnetic bonds are
determined, depending on the physical constraints of the configuration. Every nuclide in this paper is placed into
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its lowest energy state in accordance with the rules for electromagnetic energies and the electromagnetic equations.
Double-nucleon bonds or triple-quark bonds are not allowed, due to the hard core repulsion of the nucleons. This
matrix file is used to calculate the change in the electromagnetic energy from the original constituent parts, and the
result is then used to calculate the nuclear binding energy.

Here are some simple considerations to recognize when the nucleons form into segments.

When a bond is formed the net charge of the bond is +1/3 of an elementary charge. This net positive charge
is present at every bond.

The nucleons cluster into segments, similar to the segment clusters described in the cluster model. This
clustering is due to the electromagnetic force situating the nuclide into its lowest energy configuration.

Due to the consideration that the nucleons can only bond three times, the nucleons will tend to cluster into
alpha particle segments, each segment consisting of two protons and two neutrons. A segment consisting of
two protons and two neutrons is the dominant type of segment, and is called an alpha segment.

Another type of segment that is possible is a tri-nucleon segment consisting of one proton and two neutrons,
called a tritium segment.

Another type of segment that is possible is a tri-nucleon segment consisting of two protons and one neutron,
called a He3 segment.

Another segment is made of one neutron, called a single-neutron segment.

Another segment is made of one proton, called a single-proton segment.

Another segment is made of one proton and three neutrons, called an H4 segment.

In the lowest energy state, each segment can bond only to one or two other segments.

5.1. Basic pattern for the configurations of stable nuclides withA >12

The electromagnetic model has successfully computer simulated both stable and unstable nuclides, all the way up to
californium 2°°Cf, using only the electromagnetic equations and the equations for quantum angular momentum. From
carbon '2C upwards, the stable nuclides follow a relatively simple pattern. This basic pattern is not mere speculation,
but rather the pattern is due to the lowest energy configuration of the nucleons, when taking into consideration the laws
of electromagnetics. The pattern is as follows:

e There is one alpha particle segment for every two protons and two neutrons.
e An open alpha particle segment is in the middle of the configuration. This open alpha particle segment has

two unbonded down quarks, and the negative charge of the unbonded down quarks offsets the high Coulomb
energy in the middle of the nuclide. It also allows the net positive charge of the nuclide to be spread out a bit
further.

When there are more neutrons than protons, and Z is even, then the extra neutrons are single neutron segments,
interspersed between the alpha segments.

When Z is odd, and there are one or two more neutrons than protons, then the odd proton combines with the
two extra neutrons to form an H3 segment. (An H3 segment is comprised of two neutrons and one proton.)
If there are enough extra neutrons, then three of the extra neutrons will bond with a proton to form an H4
segment. This bonding pattern will occur only once for odd Z, and only twice for even Z. These H4 segments
are on the end of the configuration.

When there is an equal number of protons and neutrons, and this number is odd, such as nitrogen N, then
there is a single neutron segment plus a single proton segment. This situation occurs infrequently in the stable
nuclides, but more frequently in the unstable nuclides.
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5.2. Basic pattern for the radioactive nuclides

For the radioactive nuclides, there are two more considerations for their lowest energy configurations. Again, these
patterns are not mere speculation, but rather the patterns emerge as a direct result of the electromagnetics energies.

e When there are more protons than neutrons, then the one extra proton will form either a single proton segment
or an He3 segment. (A He3 segment is comprised of one neutron and two protons.)

e Any nuclide with more single neutron segments than alpha segments will double-up the single neutron seg-
ments in pairs, without an alpha segment between them. These doubled-up single neutron segments tend to be
near the middle of the nuclide. There are no stable nuclides with doubled-up neutron segments in the ground
state.

5.3. Particle decay

Particle decay is defined as alpha decay, neutron decay, proton decay, spontaneous fission, and the beta-delayed reac-
tions of the same. An in-depth analysis of the electromagnetic causes of particle decay will be covered in subsequent
papers of this series. Briefly stated, in the smaller nuclides, all particle decay occurs when the electromagnetic force
within the nuclide pulls or pushes on the unbonded quarks in such a way as to cause either a double-nucleon bond or a
triple-quark bond — both of which are not allowed. If the energy transference is large enough when there is an attempt
to form either of these prohibited bonds, then the bonds will break and particle decay results.

The alpha decay exhibited by the larger nuclides, A>150, is a statistical mechanism, different from the near-
instantaneous alpha decay seen in the smaller nuclides. The alpha decay of the larger nuclides is a topic that will be
covered in subsequent papers of this series. Briefly, the mechanism is similar to Gamow’s model of alpha decay for
the larger nuclides, in that it is dependent on random statistical parameters. However, the electromagnetic model can
predict the half life of alpha decay, based on theoretical parameters rather than simply correlating two experimentally
observed parameters. The likelihood of alpha decay is correlated to the strength of the net repulsive electric energy
seen by the end-most alpha-particle segment in the configuration.

5.4. The smaller nuclides, A < 12

The nuclides smaller than '2C cannot follow the pattern outlined above, simply because they do not have enough
nucleons to do so. Also, the energy of the quantum angular momentum is a much larger percentage of the overall
energy for the lighter nuclides. Both of these characteristics contribute to the more unusual nuclear behaviors of the
smaller nuclides. An in-depth analysis of the nuclear behaviors of the smaller nuclides, A<12, is covered in subsequent
papers of this series.

6. An Example Calculation for 2H

For every nuclide in this paper, the position of each quark is defined in a matrix with xyz spatial coordinates and an
electric charge value of either —1/3 or +2/3 of an elementary charge. For example, the nuclide of 2H is composed of
one proton and one neutron, with three quarks in each nucleon, for a total of six quarks, three up quarks and three down
quarks. Within each nucleon, the quarks form an equal-lateral triangle. Using the symbolic shorthand representations
similar to those shown in Figs. 1 and 2 the configuration for the example for 2H is shown in Fig. 8. Note in Fig. 8
the distance between two internucleon quarks is 2.11083 x 10716 m, and the separation of the quarks in the nucleon
is 1.27385 x 10~1'% m. The radius of the nucleon is 0.841 x 10~'5 m. The orientation of the xyz coordinate system
is also shown.
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Figure 8. Short-hand simplified graphic of 2H.

Listed in Table 1 are the name of the quark, the (z, y, z) location coordinates in meters, the quark value in units of
elementary charge, the magnetic dipole vector, and the magnetic dipole moments in units of nuclear magnetons.

The bond is between quark2a and quark4a. The vector orientation of magnetic bond is a side-by-side bond, with
the up quark magnetic moment going into the page, and the down quark magnetic moment going out of the page.

6.1. An example of the electric energy calculation

The electric energy of this configuration is calculated using Eq. (2), the double summation. For six quarks, the
summation includes 15 terms, where each Ug;; term represents the electric energy between the sth and jth quark.

Uelectric_total =UR12 + Ug13 + Ug14 + Ur1s + Uri6 + Ur2s + Ugr24 + Ugzs + Ugas + Urss + Urss + Urss
+ Ug4s + Ugas + Ugss.

Table 1. Quark names, charge, location, and magnetic parameters.
Quark name Quark location Quark value ~ Magnetic Magnetic dipole
vector moment
Quark 1a 0,0,0) 0.666 (0,0,1) 1.85
Quark 2a (6.36926x10~16, 1.10319  0.666 (0,0,1) 1.85
x10~15,0)
Quark 3a (1.2738x10~15, 0,0 -0.333 0,0,-1) -0.97
Quark 4a (6.36926x10~16, -0.333 (0,0-1) -0.97
1.31427x10715,0)
Quark 5a (0,2.41745x10~15,0) -0.333 (0,0-1) -0.97
Quark 6a (1.27385x10~ 15, 2.41745  0.666 (0,0,1) 1.85

x10~15 0)
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To fill in these values we use Eq. (1), using the number values from Table 1, and solving for the r;; value first:

12 = 1/[(6.36926 x 10~16 —0)2 + (1.10319 x 10-15 — 0)2 + (0 — 0)2],

712 = 1.27385 x 10~ m.
Using this value of 715 to solve for the electrical energy from quark 1 to 2:

Uri12 = (—1)(8.98755 x 10°)(2/3)(2/3)(1.602 x 10~1)?/(1.2738 x 10~ '?),

Urpia = —8.04935 x 107 J.

The negative sign denotes that it is a repulsive energy. The other values are similarly calculated:

Ug1s = +4.02468 x 10714,

Ugis = +3.5104 x 10714,

Ugs = +2.12076 x 10714,

Ugie = —3.75243 x 10714,

Ugos = +4.02468 x 10714,

Ugaq = +2.42883 x 10713,

Ugas = +3.5104 x 10714,

Ugze = —7.02079 x 10714,

Ugsy = —1.7552 x 10714,

Ugss = —9.38107 x 10715,

Ugse = +2.12076 x 10714,

Ugs = —2.01234 x 10714,

Ugas = +4.02468 x 10714,

Ugss = +4.02468 x 1014,

The sum of this electric energy is 2.70207 x 10713 J. Notice that the dominant contribution to this energy is from

the bond seen at Usy. This is the electric energy after a nucleus is forms from a proton and a neutron. However, in
order to properly calculate the bonding energy, the electric energy before the proton and neutron forms a nucleus must
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be subtracted from this sum. In other words, the energy of all the individual isolated protons and neutrons must be
subtracted from this sum. The electric energy of one individual isolated proton is

Ugi12 + Ug1s + Ug2s = 0 J.
The electric energy of one individual isolated neutron is:
Ugas + Ugas + Ugse = 6.03701 x 107" J.

This then gives the net electric energy as

Unet electric energy = (2.70207 x 107'%) — (6.03701 x 10~ ') = 2.0984 x 10~ '3 J.

This value is used below in the calculation for total binding energy. As seen by the sign, it is an attractive force and an
attractive energy.

6.2. An example of the magnetic energy calculation

Now the magnetic energy for this configuration of quarks must be calculated, using Egs. (3)—(5). This involves vector
math.

Umagnetictotal

Unagnetic_total =Unm12 + Umiz + Unita + Unts + Unie + Umzs + Unm2a + Unizs + Unize + Unizg
+ Uwmss + Umse + Unas + Unmas + Unise.

Here Ujy;; now represents the magnetic energy between the ith quark and the j th quark.

To do this calculation, the magnetic field of the 7 th quark must be calculated in the vicinity of the jth quark, must
be calculated first, using Eq. (5) and vector math. For this example, we will calculate Unj14. From Table 1, the vector
values for pq, p,, and ry4 are:

py = (0,0,9.34407 x 10727),

g = (0,0, —4.899 x 10727),

ris = (6.36926 x 107'0,1.31427 x 1071, 0).
Plugging this value into Eq. (5), to find the magnetic field vector, yields:
By, = (0,0,1.57273 x 10'1).
Plugging this vector into Eq. (4), yields:
Umia = +1.46957 x 10717 J.

Here, the positive sign denotes that it is an attractive energy. The other values are similarly calculated. listed below:

Upia = —4.22392 x 10715,
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Uniiz = +2.2147 x 10717,
Untia = +1.46957 x 10715,
Umis = +3.24037 x 10716,
Uniie = —2.24373 x 1071,
Uniaz = +2.2147 x 10715,
Upiag = +4.86762 x 10713,
Unmas = +1.46957 x 10717,
Uiz = —2.8028 x 10715,
Unmszs = —7.70534 x 10716,
Unmgss = —1.17644 x 10716,
Unmise = +3.24037 x 10716,
Umas = —1.16122 x 10719,
Unag = +2.2147 x 10715,
Unmse = +2.2147 x 10715,
The sum for all of these is +4.89704 x 10713 J, which is a net attractive energy. As before with the electric energy, in

order to find the magnetic binding energy, we must subtract the magnetic interaction energy of the isolated independent
neutrons and protons prior to them being combined in a nucleus. The magnetic interaction energy of a proton is

Uniz + Unmiz + Uniog = 2.05488 x 10716
and the magnetic interaction energy of a neutron is

Untas + Unias + Unise = 3.30392 x 10715

For the 2H nucleus, this energy is subtracted from the previously calculated sum of the magnetic energies, and the
net magnetic binding energy is:

Unetmagneticenergy = (+4.89704 x 10713.7) — (2.05488 x 107'6) — (3.30392 x 10~ '7),

Unctmagncticcncrgy = 4.8623 x 10713‘].

Similar to the net electric energy, the net magnetic energy is dominated by the magnetic energy of quark2a to 4a, where
the bond is located.
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6.3. An example for the calculation of the kinetic energy of the orbital angular momentum

For 2H, the proton is assumed to be spin 1/2, and the neutron is assumed to be spin 1/2 in the same direction, so that
the sum of these two spins is 1. The net spin, of spin angular momentum plus orbital angular momentum of 2H is 1.
This gives the orbital spin as a net zero. Thus for this nuclide, the orbital kinetic spin energy is zero.

Had there been a net orbital spin associated with the nuclide, however, the example of how it is calculated is shown.
First we must calculate the center of mass in three dimensions, in Eq. (8).

Center of mass = (Xcenter of mass» }/center of mass» Zcenter of mass)>

where

n

chntcr of mass — Z (Xz) (m’L) 3
=1

Yeenter of mass = Z (}/z) (mz) s (®)
=1

n

Zcenter of mass — Z (Zz) (mz) 3

i=1

where X; is the x location of nucleon 7, and m; is the mass of nucleon ¢. Similarly for Y; and Z; .The axis of spin
goes through the center of mass, at an angle 8 with respect to the y-axis. An arm radius, which is defined as the closest
distance of that nucleon to the axis of spin, must be found for each nucleon in the configuration of the nucleus. Using
simple trigonometry, this arm radius is shown in Eq. (9), for when theta is defined with respect to the y-axis.

Radius i = \/[Ax? + (Ay; sin(0) + Az cos(6))?], 9)

where Az; is the X; minus the X centerofmass, for the 7 th nucleon. Similarly for Ay; and Az;.

At this point, the arm radius is known for every nucleon in the nucleus. Next the spin inertia Iy, for each nucleon
must be found. The spin inertia is the arm radius squared multiplied by the mass of the nucleon. This is summed
together to get the spin inertia of the entire nucleus, as shown in Eq. (10).

n

Ispin,i = (mi)(RadiusArm,i)QIspin,total = Z (mi)(RadiusArm,i)Q- (10)

i=1

Once the total spin inertial Ispin_tota1 1S found, the energy of the orbital angular momentum, as shown in Eq. (11) is
calculated. One must know the value of the orbital angular momentum, which is denoted by the small letter {.

D+ DA
Eorbital angular momentum — 2(><)(Ispin)total. (1 1)
This calculation is done for every nucleus with an orbital angular momentum. For smaller nuclides, A < 12, this
energy can be a considerable of the bonding energy. For medium to large nuclides, this energy is quite small and could
be ignored, but it is done for all nuclides regardless in the computer calculations, just to be thorough.
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6.4. An example for the calculation of the total binding energy

Binding energy reduces the overall energy of the configuration of nucleons in a nucleus. Similarly, it reduces the
overall mass nucleus as compared to the constituent nucleons.
Total Binding energy = Electric Binding Energy 4+ Magnetic Binding Energy — Orbital Angular Momentum en-

ergy.
For this example,

Ebinding_total = (2.0984 x 10713 J) + (4.8623 x 1072 1) =0,  Ebinding_total = 4.34452 MeV.

The total electromagnetic bonding energy is the sum of the electric and magnetic bonding energies. This is (2.0984
x 10713 J) + (4.8623 x 10713 J) = 6.9607 x 10~13 J, which is 4.34452 MeV. The actual binding energy for ?H is
2.22476 MeV. Thus, this calculation is high by a couple of MeV.

6.5. Summary of the calculations for the total binding energy of all the nuclides

For every nuclide in the paper, every quark is defined in a matrix with its location in three dimensional space, its
value, its magnetic moment and the three dimensional vector direction of each magnetic moment, and these detailed
calculations are done as shown in this section. Stacked magnetic bonds, angled magnetic bonds, or side-by-side
magnetic bonds are determined, depending on the physical constraints of the configuration.

For large nuclides such as lead 208pp. which has 624 quarks in it, the calculations for the electric and magnetic
binding energy are quite complicated and lengthy, requiring large amounts of memory for the computer program to
run. Even so, it only takes a matter of minutes to run a large nuclide such as 2°%Pb. All of these calculations are done
for each and every nuclide in this paper. The numbers in Table 2 and in the graphs of Fig. 7 are not rough estimates or
simple guesses. They are the result of detailed and rigorous calculations.

Every nuclide in this paper is placed into its lowest energy state in accordance with the rules for electromagnetic
energies and the electromagnetic equations. Double-nucleon bonds or triple-quark bonds are not allowed, due to the
hard core repulsion of the nucleons.

Finding the lowest energy configuration for a nuclide requires trial and error to determine which configuration is
the lowest energy. For example, for lithium ®Li, 26 different configurations were examined to determine what was the
lowest energy configuration. In order to determine the lowest energy configuration for a nuclide, several configurations
are tried, and the one with the lowest energy is used. The configuration that is used is not something that is selected
based on which configuration gives the best answer, but rather it is selected based on which configuration is the lowest
energy.

7. Results and Conclusions

Once the lowest energy configurations are found using electromagnetic equations, there remains only one variable to
be selected for the best fit to the binding energy data; namely, the minimum distance between the two quarks of the two
different nucleons, called the “minimum quark-to-quark distance”. This model has only one variable to determine. The
Weizsicker formula uses five variables and a conditional logic statement to achieve its mathematical curve-fitting. The
electromagnetic model of the nuclear force proposed herein is able to get comparable results with only one variable.

Over a thousand different configurations for different nuclides have been computer modeled using this method to
calculate the binding energy based on electromagnetics. These include stable and unstable, large, medium, and small,
and ground and high energy states. These detailed calculations have been done for every nuclide listed in Table 2.
Each nuclide is placed in the lowest energy configuration; then, using this configuration, the electro-magnetic energy
is calculated and the binding energy is determined.
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Figure 9. (a) Binding energy per nucleon vs. A, for both calculated and experimental data, from A = 2 toA = 208. (b) Binding energy per
nucleon vs. A, for both calculated and experimental data, showing detail for the smaller nuclides, from A = 2to A = 60.

The value for the minimum distance between quarks was selected to be 2.11082 x 1076 m. It is the only variable
that is selected. This value was not selected by trial and error in order to obtain the best fit to the data, but rather it was
selected to give close to zero error for “°Ca, allowing the rest of the nuclides to fit where they would.

Using this value for the minimum distance between quarks, the resulting bonding energy curve is shown in
Fig. 9(a,b). For comparison, two sets of values are shown: the calculated binding energy, shown in red circles, and
the experimental binding energy, shown in blue diamonds. Figure 9(a) shows all the points from A = 2 to A = 208.
Figure 9(b) shows only the points from A = 2 to A = 60, for ease of viewing the details of this curve. (Note that the
binding energies for the stable nuclides with A = 2, 3, 6 and 7 are more dependent on spin and the angle of the axis
of spin.) As can be seen in Fig. 9(b), there is excellent agreement in the reproduction of the experimental data. The
downward curve for the smaller nuclides is reproduced and the peaks at the alpha particle nuclides are reproduced.

These data are also presented in Table 2, and show excellent reproduction of the experimental binding energy; most
of the nuclides fall within a one or two percent error. For the nuclides with large A, the predicted downward slope is
not as severe as is experimentally observed. For these nuclides, the worst error is 8.32% for 204Pb.

No other theoretical model has been able to achieve such a tight prediction of binding energy (numerical curve-
fitting of the semi-empirical formula is not a theoretical model) with only one variable. This feature is an unprecedented
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Table 2. Comparison of experimental and calculated binding energy.

Nuclide A Z N Experimental Calculated bind- % Error EBE/A CBE/A
binding energy, ing energy, CBE
EBE (MeV) (MeV)
H? 2 1 1 222 4.41318 98 1.11 2.21
He3 3 2 1 772 6.350778513 -17.72 257 2.12
He* 4 2 2 2830 27.5109714 =2.77 7.07 6.88
Hed 5 2 3 26.63 23.84432281 -1045 533 4.77
Li¢ 6 3 3 3199 33.55664463 4.88 5.33 5.59
Li” 7 3 4 3924 44.82377489 14.22 5.61 6.40
Be® 8 4 4  56.50 57.7602052 2.23 7.06 7.22
Be? 9 4 5 58.17 59.23945254 1.85 6.46 6.58
B0 10 5 5 6475 61.33238839 -5.28 6.48 6.13
B! 11 5 6 76.20 77.75612889 2.04 6.93 7.07
c!2 12 6 6 9216 91.84852621 -0.34 7.68 7.65
cl3 13 6 7 97.11 99.46746342 243 7.47 7.65
N4 14 7 7 104.66 105.1179975 0.44 7.48 7.51
N8 15 7 8 115.49 116.4347726 0.82 7.70 7.76
(O3 16 8 8 127.62 128.5307189 0.71 7.98 8.03
o'’ 17 8 9 131.76 135.4333122 2.79 7.75 7.97
o 18 8 10 139.81 144.2829922 3.20 7.77 8.02
F19 19 9 10 147.80 152.8740704 3.43 7.78 8.05
Ne20 20 10 10 160.65 164.8561421 2.62 8.03 8.24
Ne?! 21 10 11 16741 172.5446382 3.07 7.97 8.22
Ne?? 22 10 12 177.77 180.8086775 1.71 8.08 8.22
Na?3 23 11 12 186.56 188.9156486 1.26 8.11 8.21
Mg 24 12 12 198.26 200.6161192 1.19 8.26 8.36
Mg?® 25 12 13 205.59 208.3377118 1.34 8.22 8.33
Mg?6 26 12 14 216.68 216.8794256 0.09 8.33 8.34
A1%7 27 13 14 22495 224.6324319 -0.14 8.33 8.32
Si8 28 14 14 236.54 236.2369786 -0.13 8.45 8.44
Si?? 29 14 15 245.01 244.4662386 -0.22 8.45 8.43
Si30 30 14 16 255.62 252.7252293 -1.13 8.52 8.42
p3! 31 15 16 26292 260.5887444 —0.89 8.48 8.41
§32 32 16 16 271.78 271.5706273 —0.08 8.49 8.49
§33 33 16 17 28042 279.7819366 -0.23 8.50 8.48
§34 34 16 18 291.84 288.1957519 -1.25 8.58 8.48
CI3° 35 17 18 298.21 295.667157 -0.85 8.52 8.45
Ar36 36 18 18 306.72 306.7118673 0.00 8.52 8.52
CI37 37 17 20 318.78 318.087543 -0.22 8.62 8.60
Ar38 38 18 20 327.34 323.4884506 -1.18 8.61 8.51
K39 39 19 20 333.72 330.7573498 —0.89 8.56 8.48
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Table continued

Ca'0 40 20 20 342.05 341.9080812 —0.04 8.55 8.55
K41 41 19 22 351.62 352.903988 0.37 8.58 8.61
Ca*? 42 20 22 36190 358.8434157 —0.84 8.62 8.54
Ca®3 43 20 23 369.83 368.8924248 -0.25 8.60 8.58
Ca’t 44 20 24 380.96 382.3032576 0.35 8.66 8.69
Sc#? 45 21 24 387.85 388.0794464 0.06 8.62 8.62
Ti46 46 22 24 398.19 393.4074295 -1.20 8.66 8.55
Tit" 47 22 25 407.07 403.491218 —0.88 8.66 8.58
Ti'8 48 22 26 418.70 417.0568753 -0.39 8.72 8.69
Ti®? 49 22 27 426.84 425.5071529 -0.31 8.71 8.68
Ti%0 50 22 28 437.78 434.0477448 -0.85 8.76 8.68
vol 51 23 28 445.84 439.4862366 -1.43 8.74 8.62
Cr°? 52 24 28 456.34 451.6674486 -1.02 8.78 8.69
Crd3 53 24 29 464.29 460.2097234 —0.88 8.76 8.68
Cr4 54 24 30 474.01 468.7637783 -1.11 8.78 8.68
Mn5® 55 25 30 482.08 474.1977824 -1.63 8.77 8.62
Fed6 56 26 30 492.26 486.479967 -1.17 8.79 8.69
Fe?” 57 26 31 49991 494.9566096 -0.99 8.77 8.68
Fe?® 58 26 32 509.94 503.2991831 -1.30 8.79 8.68
Co™ 59 27 32 51731 508.7045784 —-1.66 8.77 8.62
Ni®0 60 28 32 526.84 520.6395297 -1.18 8.78 8.68
Ge™ 70 32 38 610.52 606.4072667 -0.67 8.72 8.66
Kr80 80 36 44 695.44 691.549535 -0.56 8.69 8.64
Zr%0 90 40 50 783.89 776.6805842 -0.92 8.71 8.63
Ru!® 100 44 56 861.93 862.4006397 0.05 8.62 8.62
Cdit3 113 48 65 963.56 972.230688 0.90 8.53 8.60
Sntt? 117 50 67 995.62 1005.905022 1.03 8.51 8.60
Xel?? 129 54 75 1087.65 1107.556296 1.83 8.43 8.59
Nd'42 142 60 82 1185.15 1216.64027 2.66 8.35 8.57
Sm'% 150 62 88 1239.25 1284.443313 3.65 8.26 8.56
Dy!62 162 66 96 1324.11 1385.331685 4.62 8.17 8.55
Ybi™2 172 70 102 1392.76 1469.133262 5.48 8.10 8.54
wiss 183 74 109 1465.53 1561.208977 6.53 8.01 8.53
ptlo4 194 78 116 1539.58 1652.970554 7.37 7.94 8.52
Aut? 197 79 118 1559.40 1673.675529 7.33 7.92 8.50
Hg?%° 200 80 120 1581.21 1702.923901 7.70 7.91 8.51
Pb204 204 82 122 1605.34 1738.948651 8.32 7.87 8.52
TI29° 205 81 124 1615.09 1740.84469 7.79 7.88 8.49
Pb208 208 82 126 1636.44 1769.027241 8.10 7.87 8.50

success for the electromagnetic model in obtaining such results. The numbers for the calculated binding energy are
generated from the computer simulation of each nuclide using the electromagnetic equations. (Experimental data
are extracted from [88].) Current nuclear models using the residual chromo dynamic model and the Schrodinger
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equation have trouble modeling 2H with six quarks. However, using electromagnetic equations, nuclides as large as
copernicium?®3Cn have easily been modeled.

This model has applied the laws of electromagnetics directly to the quarks, and combined this feature together
with aspects of the residual chromo dynamic model and the cluster model.

This model assumes the laws of electromagnetics are valid inside a nucleus, and that these laws should not be
disregarded. This model asserts that is the electromagnetic properties of the quarks within the nucleus that create the
nuclear force and hold the nucleons in a nucleus together. The electromagnetic forces and energies cause the nuclides
to fall into the lowest energy state and configuration. It is asserted that this electromagnetic energy and the specific
lowest energy configurations of the nuclides are features that give the nuclides certain behaviors, such as binding
energy, large quadrupole moments, excited states, and particle decay.

Rather than disregarding the electromagnetic forces and energies of the quarks, when taken into full account and
understanding, the electromagnetic forces inside a nucleus can explain much about nuclear behavior. By applying
this knowledge and insight, a better understanding of the nuclear behaviors can be gained through this model. Only
the slight decrease in binding energy per nucleon that is seen for the largest nuclides cannot be explained by the
electromagnetic force. The role of electromagnetics within the nucleus is a research field that deserves further analysis
and serious consideration by theoretical nuclear physicists. This paper serves as the introduction to such theoretical
investigations into the electromagnetic considerations of the nuclear force.

In conclusion, a significantly large part of the Nuclear Force, that force which binds together the nucleons in a
nucleus, has been directly unified to the Electromagnetic Force.
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Abstract

This paper is an examination of the updated experimental data, as is currently known in 2020, in support of the shell model and
its concepts. The shell model of the nuclear force is considered to be the fundamental and foundational model of the nuclear force
— that force which binds the nucleons together in a nucleus. The shell model was developed in the late 1940s, and it is based
on the experimentally known nuclear data at that time, data which supported the concept of nuclear shells. Most textbooks, even
the current ones, present this experimental data from the 1940s when discussing the validity of the shell model. However, a large
amount of nuclear data has since been collected over the past 70 years, and a re-examination of the experimental data in support of
the shell model is long overdue.
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1. Introduction

The first nuclear shell model was proposed by Dmitry Ivanenko in 1932 soon after the discovery of the neutron [1]. The
model was further developed in 1949 by several physicists, most notably Maria Goeppert Mayer, J. Hans D. Jensen,
and Eugene Paul Wigner, who shared the 1963 Nobel Prize in physics for the development of the model [2,3]. The
nuclear shell model is similar to the concept of the electronic shell structure of atoms, in that it proposes a similar
shell-like structure for the protons and neutrons within a nucleus.

When the nuclear shell model was first proposed, there were immediate objections to it, mainly because the nuclear
shell model is based on a centrally-located force. However, as inferred by the experimental nuclear binding curve, the
nuclear force is not a centrally-located force. As the number of nucleons A increases, a centrally located force would
have a parabolically increasing curve for binding energy vs. A, but experimentally, this is not seen. Rather, the
nuclear force is commonly referred to as a saturated force, in which the (binding energy/A) vs. A is relatively flat, or
“saturated”. Another reason for the initial objections to the shell model was due to its underlying differences with the
liquid drop model. The shell model is based on the concept that the nucleons within a nucleus move independently,
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(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123
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and interact with one another only rarely, if at all. Rather the nucleons interact with an energy well, that is used by
the Schrédinger equation to determine the nuclear behavior. Quite opposite of this concept, the liquid drop model is
based on the concept that there is a collective motion of the nucleus, with a bonding interaction between neighboring
nucleons, similar to a drop of liquid.

The shell model includes certain “magic” numbers, numbers that were found by examining the empirical data,
comparing it to the liquid drop model, and searching for discrepancies. It was found, from the nuclear data of the
1940s, that there were slight discrepancies in the nuclear behavior when either Z or N is equal to 2, 8, 20, 28, 50, 82,
and 126. The nuclear shell model asserts that the explanation for these discrepancies is the existence of nuclear shells.

To get these magic numbers theoretically, a complicated theoretical process is involved. The shell model uses an
average potential energy well with a spherically symmetric square well with rounded edges. To this potential, an em-
pirical spin—orbit coupling must be added. These additional variables, which account for geometrical considerations,
vibrations, rotational excitations, and pairing properties are used when employing the Schrodinger equation [4]. There
are other models that offer more refinements to the shell model, such as the collective model [5,6]. The collective model
is described by Bohr as being a generalization of the shell model, in which the nuclear field is no longer considered to
be considered constant, but rather to be considered to be a dynamic variable, in that the net nuclear potential undergoes
deformations away from a spherically-symmetric square well. Other more recent models for the nuclear force include
the nuclear cluster model [7], the residual chromodynamic force model [8] and the electromagnetic model [9].

In this paper, the latest and most updated nuclear databases are used to examine the empirical nuclear data [10] in
support of the shell model. This updated data is used to reconstruct the diagrams, graphs, and other empirical evidence
in support of the claims of the shell model.

Claim 1. There are incongruities in the binding energy per nucleon when comparing experimental data to the predic-
tions of the semi-empirical formula.

When comparing the binding energy per nucleon to the predicted value from the semi-empirical formula of the
liquid drop model, one can see a slight bump at Z = 28, 50, 82 and at NV = 28, 50, 82, and 126. Figure 1(a,b) shows
the difference between the semi-empirical formula calculations and the actual binding energy per nucleon, vs. Z and
N. As can be seen, this incongruity is small. Usually, the left-hand sides of these graphs are not shown, to hide the very
large discrepancies there. These charts shown in Fig. 1(a,b) are generated by inserting the values of Z, N, and A into
the semi-empirical equation, and then subtracting the experimental values binding energy for each nuclide. The slight
discrepancies seen at the magic numbers seem to be little more than a minor variation, especially when compared to
the large discrepancies of the smaller nuclides.

Claim 2a. There are more known isotopes and more stable isotopes, when Z is a magic number.

A second claim for evidence of shells is that there are more known isotopes and more stable isotopes when the
number of protons Z is equal to a magic number. Shown in Fig. 2(b) is a plot of the number of known isotopes and
the number of stable isotopes vs. Z [10]. By looking at the magic numbers of 2, 8, 20, 28, 50, and 82 on the x-axis,
and comparing the number of known isotopes (blue dots) for that magic number, it can be seen that there are very
slight, rather unremarkable, bumps at Z equal to 28 and 50. There are also bumps at 56 and 80, but these are not magic
numbers. There are no apparent bumps at any of the other magic numbers. For the number of stable isotopes (red dots)
shown in Fig. 2(a), a small effect can be seen for Z = 20 and 50, but again the other magic numbers do not have any
variation in the number of stable isotopes.

For protons, the updated data shows this claim to be true for only two magic numbers, and even then, it is a rather
insignificant effect.

Claim 2b. There are more known isotones and more stable isotones, when N is a magic number.
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Figure 1. (a) Difference between semi-empirical formula and actual binding energy per nucleon, vs. Z. (b) Difference between semi-empirical
formula and actual binding energy per nucleon, vs. N. .

The second part of this second claim is that there are more known isotones and more stable isotones when the
number of neutrons N is equal to a magic number. Shown in Fig. 2(b), on a similar vertical scale as Fig. 2(a) for easier
comparison, is a plot of the number of known isotones and the number of stable isotones vs. N [10]. By looking at
the magic numbers of 2, 8, 20, 28, 50, and 82 on the x-axis, and comparing the number of known isotones (blue dots)
for that magic number, it can be seen that there is a very slight bump of one additional isotone at N = 20. There are
similar slight bumps at 85, 88, 91, and 97, but these are not magic numbers. There are no bumps at any of the other
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magic numbers. For the number of stable isotones (red dots), a small effect can be seen for Z = 20, 28, 50, and 82,
but again the other magic numbers of 2, 8, and 126 do not have any notable variation in the number of stable isotopes.

Thus similar to protons, the updated data for neutrons shows this claim to be only partially true for only four of
the magic numbers. Again, it is only a slight effect, and not what one should consider to be a significant indicator of
nuclear shell structure.
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Figure 2. (a) The number of known and stable isotopes vs. Z. (b) The number of known and stable isotones vs. N.
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Figure 3. (a) Experimental binding energy per nucleon vs. Z. (b) Experimental binding energy per nucleon vs. N.

There is another inconsistency in this second claim of there being more stable nuclides for magic numbers. When
the mode of decay of an unstable nuclide is due to beta decay rather than particle decay, then the instability of the
nuclide is due to the weak nuclear force. If the shell model is claiming to be able to predict the behaviors of the weak
nuclear force, then there are many other more salient behaviors of the weak nuclear force that should be answered that
are unrelated to magic numbers or shells. For example, why do nuclides with odd Z tend to have only one or two
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(Experimental Binding Energy/A) vs A
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Figure 4. Experimental binding energy per nucleon vs. A for the first 50 stable nuclides.

stable isotopes, and similarly, why do nuclides with the odd N tend to have only zero or one stable isotone? There
are many other behaviors of the weak nuclear force that show no correlation to the magic numbers of the shell model.
Thus, it would be incorrect to imply that the shell model is a model for the weak nuclear force. Given that, the number
of stable of isotopes or isotones for a given Z or N should be considered as being more relevant to the weak nuclear
force, rather than being considered as evidence in support of the nuclear shells.

Claim 3. Nuclei with a magic number for Z or N have a higher binding energy than non-magic nuclei.

Another claim of the shell model is that nuclei with either Zor IV equal to a magic number have a higher binding
energy than non-magic nuclei. Figure 3(a,b) shows the experimental binding energy for all the nuclides, stable and
unstable. Figure 3(a) shows the binding energy vs. Z, and Fig. 3(b) shows the binding energy vs. N. As is seen in the
figures, there is not a higher binding energy for the magic numbers. The evidence of there being higher binding energy
for nuclides with magic numbers at 2, 8, 20 or 28 is not evident in either graph, and going out further to larger values
of Z or N also shows no such effect in binding energy.

As seen in Fig. 3(a,b), the nuclides with a magic number of either 2, 8, 20 or 28 are not more tightly bound than
the other nuclides near them. For example, all nuclides of Helium have the magic number of Z = 2, but other than
3He and “He they are not stable. Furthermore, *He is not tightly bound. Helium-5 is extremely unstable, even though
it has a magic number for the number of protons. As another example, the nuclides with N = 8, such as i, are not
more tightly bound nor more stable than the non-magic values of V.

Another related claim to this one suggests that the “doubly magic” nuclides are more stable and more tightly bond,
such as *He and '°0. However, “He and '°0 are not distinct in their binding energy per nucleon, when compared other
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Separation Energy of the last neutron, S,
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Figure 5. A graph of the binding energy of last neutron vs. N, data from the 1940s.

alpha-particle nuclides, such as '2C, 2°Ne, 24Mg, 28Si, 328, 36 Ar, or °Ca. This is shown in Fig. 4 for the Experimental
Binding Energy per nucleon vs. A.
All of the alpha-particle nuclides (in which Z is even, and N = Z) have a slightly higher binding energy than

Separation Energy vs N, for all known Nuclides
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Figure 6. Separation energy, Sy, vs. N, for all known nuclides.
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Figure 7. Experimental quadrupole moment. The predicted deformation parameter of the shell model is shown by the blue lines.

the nuclides near them. Thus, this higher binding energy per A at the values of A = 4, 8, 12, 16, 20, 24, 28, and 32
supports the cluster model more than the shell model. Also, the claim that doubly magic nuclides are more stable is
not valid, as can be seen when examining all the doubly magic nuclides. There are 12 known nuclides that are doubly
magic: “He, °He, 160, 280, 40Ca, *8Ca, *®Ni, %5Ni, "®Ni, 199Sn, 132Sn, and 2°®Pb. However, only five of them are
stable: “He, 60, 49Ca, *®Ca, and 2°®Pb. The remaining seven nuclides are unstable. Thus, being doubly magic does
not endow a nuclide with a higher propensity for being more stable.

Claim 4. Neutron separation energies show a distinct zigzag pattern associated with magic numbers, characteristic of
shells.

Another claim in support of shell model numbers is an old graph, reproduced in Fig. 5, showing the separation
energy vs. neutron number N. Figure 5 is a reproduction of a graph using data from the 1940s. The separation energy,
Sh, 18 the energy required to remove one neutron from a nuclide. This graph in Fig. 5 attempts to emphasize the
effect of magic numbers. To obtain this graph, the binding energy of the two nuclides A and Ay _1, are subtracted.
Note that these binding energies go up to 1800 MeV for the larger nuclides. Thus the difference between the two
nuclides Ay and Ay _1, illustrated in this figure, is a very small difference between two much larger numbers. This
difference, obtained from the experimental data, is then compared to the predictions of the semi-empirical formula of
the liquid drop model, and the resulting difference of the differences, is plotted as shown in Fig. 5. Similar graphs
of this separation energy are seen in numerous text books, claiming that this is strong evidence in support of nuclear
shells and magic numbers [11-14].
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The reason this graph is considered to support the nuclear shell model is due to he zigzag effect seen in this data.
For the atomic shell model for electrons, there is a strong zigzag effect seen in the ionization energy of electrons. A
plot of the ionization energy of the electrons around an atom vs. the number of electrons displays this zigzag pattern.
As the electronic shells are filled around an atom, the ionization energy exhibits a definite and strongly evident zigzag
pattern. If nuclear shells existed within a nucleus, similar to the electronic shells around an atom, then this same zigzag
effect should be seen as well.

One obvious problem with this graph in Fig. 5 is that it does not include all the nuclides. Nor does it even include,
at the very least, all the stable nuclides. There are over 3200 known nuclides that should be plotted on this graph, and
yet the data shown in Fig. 5 only shows a smattering of selected points.

Also, the graph in Fig. 5 is the difference between the empirical separation energy and what is predicted by using
the semi-empirical model, with no justification for doing that. The electronic shell model data for electron ionization
energy is simply a plot of the ionization energy; it is not the difference between the actual ionization energy and
another theory’s predictions. Thus, the experimental data for the nuclear separation energy should show a zigzag
pattern, without having to subtract it from another model’s theoretical predictions. Another very evident problem with
the graph shown in Fig. 5 is that it cuts off at NV < 20, obscuring the data for the smaller nuclides. When the nuclides
from 1 to 20 are included, the resulting spread is extremely large. This large spread is unrelated to magic numbers.
Hence, for all these reasons, the graph in Fig. 5 is not a true representation of the separation energy Sy, vs. N.

Figure 6 shows all the actual separation energy S, of all the known nuclides. (All data for S}, have been extracted
from [10].) As can be seen by comparing Figs. 5 and 6, there is much difference between what is purported to be
proof a shell-like structure in a nucleus in Fig. 5, and what is actually seen in the updated empirical data for neutron
separation energy.

In Fig. 6, there are, indeed, discontinuities at N = 50, N = 82, and N = 126. These discontinuities are
considerably small, around 1-2 MeV, and they are minor compared to the overall spread, 30 MeV, of the experimental
data for .S, that is seen in Fig. 6. Furthermore, these 1-2 MeV discontinuities are insignificant when compared to the
overall binding energies (over 1800 MeV) for the larger nuclides. Even more problematic is that no such effect occurs
with regard to magic numbers for the separation energy of a proton, .S}, and its absence implies that nuclear shells are
not a credible explanation.

There is no question that the small steps in .S, at N = 50, 82, and 126 exist. What is in question, however, is
whether steps are the result of shells and magic numbers within the nucleus. With regards to the shell model, the term
“magic” is very much a misnomer. Physicists know that magic is not really the explanation for nuclear behaviors.
Rather, the word “magic” is might be best explained as a short-cut way of saying, “There is a phenomenon occurring
at these numbers which we can not yet explain.” At some future time physicists may understand why those small
steps occurs at N = 50, 82, and 125 for the separation energy Sn. However, there is no question that such a future
understanding would be an explanation of something other than magic.

Claim 5. There are deformations in the shape of the nuclei, as seen by the electric quadrupole moment, that occur
when a nuclei is far away from a magic number.

Another claim of the shell model is that there are deformations in the shape of the nuclei when the nuclei is far away
from a magic number. With regard to the concept of a spherical nuclides, it is claimed that these deformations exist in
small clusters within the nuclear chart, occurring in small islands far from the magic numbers. The experimental data
for the electric nuclear quadrupole moments, which is directly correlated to the nuclear deformations, shows that this
claim is not valid. If the shell model were correct, all of these quadrupole moments, seen in the Fig. 7, should be less
than what is indicated by the blue line. (All data extracted from [10,15].)

As can be seen in Fig. 7, there are large deformations in the shape of the nuclides, much larger than can be predicted
or explained by the shell model. These deformations exist for the majority of nuclides, not just for small islands far
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from the magic numbers. Hence the claim that the data for the electric nuclear quadrupole moment support the shell
model is not supported by the updated empirical data; rather it is quite contradictory to the shell model. Most of the
nuclides are far above the blue lines, the maximum quadrupole moment predicted by the shell model. (The collective
model is able to reproduce the large quadrupole moments by adding two to three empirically selected variables for each
nuclide. In the collective model, the potential energy well of the Schrédinger equation is not spherically symmetric,
but rather it is ellipsoidal, to better match the experimentally observed quadrupole moments.)

2. Discussion

The updated experimental data for nuclides indicate that certain magic numbers may not be as cogent as previously
assumed. This is an unanticipated result, but one which is difficult to deny when examining the updated experimental
data. Thus, upon reexamination of updated data, the shell model appears to be less of a fundamental model to explain
nuclear behavior than was previously believed in the 1940s. Experimental evidence in support of the shell model has
diminished in the test of time.

3. Conclusion

It would be misleading for anyone to claim that the shell model is a foundational model, or that nuclear structure is
based on nuclear shells, with strong empirical data to support this concept. To be more precise, the nuclear shell model
is substantiated only by weak and/or insignificant experimental data. Also, considering that the shell model requires the
inclusion of other theoretical models, such as the collective model, to more accurately predict experimental behavior,
the shell model seems to be obsolete, both empirically and theoretically. It is suggested that the shell model should
only be taught in the context of its historical interest, but it should not be taught as an underlying foundational model
of nuclear structure.
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Abstract

Cold Fusion is the name initially applied to what are now called, more generally, Low Energy Nuclear Reactions (LENR). Such
reactions produce nuclear products and generate thermal energy. Calorimeters are the instruments used to measure the energy
production. They can be based on either mass or heat flow. Some heat flow calorimeters use the Seebeck effect in particular
materials, where temperature differences produced by LENR generate measurable voltages from thermoelectric devices. This paper
is areview of Seebeck calorimeters that have been used in LENR experiments. Compilations of their characteristics and performance
are provided. The scaling of the performance of Seebeck calorimeters with their size is considered. The equations that govern the
behavior of both mass flow and heat flow calorimeters are given.
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1. Introduction

The Low Energy Nuclear Reaction (LENR) experiments produce a few minor and two major effects. The lesser outputs
are some energetic radiations, infrared emission and sound production. The major results are reaction products and
thermal energy. The transmutation products are scientifically useful, since they indicate which reactions might have
occurred. They are measured with a wide variety of analytical techniques [1]. It is unclear now whether or not the
reaction products will be commercially important. The thermal energy has great practical promise as a new source of
clean energy. It is quantified by the use of calorimeters of various designs and properties.

This review considers reports where Seebeck calorimeters were used for quantification of LENR thermal power.
To set such calorimeters in context, the next section surveys calorimetry in general and, more specifically, the types of
calorimeters that have been used in LENR experiments. Seebeck calorimeters are based on thermoelectric materials
that exhibit the Seebeck effect and its inverse, the Peltier effect. In the latter, the application of voltages to devices
containing thermoelectric materials makes it possible to pump heat from one face of the device to the other. In the
Seebeck effect, a temperature difference across the device faces results in an output voltage. One device can be used
for both of the reciprocal effects. The third section reviews thermoelectric devices and closely related thermocouples.

*Corresponding author. E-mail: nagel @ gwu.edu.
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With that background, LENR papers about Seebeck calorimeters are summarized in the fourth section. Their physical
and other characteristics, and measures of their performance, are the subject of the fifth section. A simple analytical
approach to the geometrical scaling of Seebeck calorimeters is given in Section 6. The last section sketches the
characteristics of a new Seebeck calorimeter being built for our LENR laboratory.

2. Types and Features of LENR Calorimeters

Calorimetry is both an old and widely used approach to measuring the release of energy. It is employed for assessment
of energy released by physical processes, notably radioactive decay. Calorimetry is most commonly used for the
quantification of heat from chemical reactions. Foods can be thought of as unreacted chemicals. Measurement of the
energy content of foods is routine in some countries, where the caloric content of foods must be on packages.

In general terms, a calorimeter is a vessel in which some heat-releasing reaction occurs, leading to an increase
in temperature of the contents of the calorimeter. The temperature increase is usually referenced to some constant-
temperature part of the overall calorimeter system. The increase in temperature can be quantified in a variety of ways.
A major and universal limitation of calorimeters is their relatively slow response to sudden heat releases due to the
time it takes for heat transfer from the source to the calorimeter or from the calorimeter to the surrounding media. The
response time constants of most LENR calorimeters are in the range of tens of minutes. Consider the cooling of a cup
of hot coffee on a table to gain some appreciation of the slow response time of calorimeters.

Many different types of calorimeters were used in the years following the 1989 announcement by Fleischmann
and Pons that they were able to use (low) chemical energies to trigger (high) nuclear energies. They performed “cold
fusion” experiments within electrochemical cells inside of calorimeters [2]. The electrochemical cells contained heavy
water, which was electrolyzed into deuterium and oxygen. The deuterium interacted with a metal cathode, usually
palladium, to produce heat-releasing LENR reactions. The calorimeter was calibrated to permit quantification of the
power and energy from the LENR. A review of many of those types of calorimeters was featured in a session of the /4th
International Conference on Cold Fusion in 2008 [3]. Both books by Storms have useful discussions of calorimeters
employed in LENR experiments [4,5]. There are many published or posted papers on the design and performance of
diverse LENR calorimeters. We will not consider all known possibilities, but instead will review the most used and
important types of LENR calorimeters. The Appendix contains a qualitative comparison of the three major types of
the LENR calorimeters.

During the past thirty years of the experimental study of LENR, a few basic calorimeter designs have stood the test
of time, and are still in use. They fall into two major categories, Mass Flow Calorimeters and Heat Flow Calorimeters.
Each is considered in the remainder of this section.

2.1. Mass flow calorimeters

In mass flow systems, the heat produced by electrical, chemical or nuclear means is transferred directly to a liquid
that surrounds and flows past the reaction volume. Figure 1 is a simple schematic of such a system. The energy AF
produced and transferred by conduction to the liquid raises the temperature of the liquid A7'. The governing equation
is

M
AE=MCpAT or AP = dd—tC’pAT7 (1)

where dM is the mass of the liquid that flows through the calorimeter in time period d¢, C'p is the specific heat of
the liquid and P is the transferred thermal power. Measurements of the flow rate (dM/dt) and the input and output
temperatures of the liquid enable calculation of the generated power A P, all as a function of time.
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Figure 1. Schematic of a mass flow calorimeter, showing the liquid flowing into and out of a chamber surrounding the heat source S. Not shown
are the temperature sensors at the inlet and outlet, or the means of measuring the flow rate.

The mass flow rate can be determined with flow meters, or more precisely, by weighing. The temperatures of the
liquid are measured by any temperature sensors, such as thermocouples (TC) or resistance thermal detectors (RTD).
Modern mass flow calorimeters use digital scales, and digitize the temperature readings for computer recording. Mass
flow calorimeters with water as the working fluid have been used extensively by McKubre and his colleagues [6]. Oil
flow systems are employed for operation at temperatures higher than the boiling point of water. They are employed by
a Japanese collaboration, which is using nano-scale materials for LENR experiments in the range of 200-300°C [7].
The response time of mass flow calorimeters is determined by the time needed to transport thermal energy from within
the calorimeter to the surrounding flowing liquid. Mass flow calorimeters have an important advantage, since they do
not require a stable temperature reference.

2.2. Heat flow calorimeters

These systems can be contrasted with mass flow calorimeters in two ways. The first is the fact that they require a stable
temperature reference. It is often a water bath, but can also be solids, the temperature of which is controlled by an
active (feedback) thermoelectric system. And, they seek to either restrict or exploit energy flow to their surroundings.
The result of internal energy releases of any kind within a heat flow calorimeter is an increase in temperature of the
contents of the reaction vessel. There are two major types of LENR Heat Flow calorimeters, Isoperibolic calorimeters
[2] and Seebeck calorimeters [3,4]. Both have constant temperature surroundings, but they differ in what is measured
to determine LENR power production. With Isoperibolic calorimeters, the temperature of the contents of the LENR
cell provides the data to compute the rate of nuclear energy generation as a function of time [8]. They can be used
with closed LENR cells, where a recombiner catalyzes the combination of any hydrogen (deuterium) and oxygen to
avoid explosions, or in an open configuration, where the gases are permitted to escape from the cell and calorimeter.
For Seebeck calorimeters, the produced LENR energy is conducted through active thermoelectric elements, providing
the raw voltage data for power history determinations [9,10]. Such calorimeters are generally used with closed LENR
cells having recombiners. Such calorimeters are named after Thomas Seebeck, an Estonian, German physicist, who
discovered in 1821 that the junctions between dissimilar metals produce voltages when they are heated [11]. Both
variants of heat flow calorimeters are considered in the following paragraphs.

2.2.1. Isoperibolic calorimeters

Figure 2 contains a simple schematic of an isoperibolic calorimeter. Heat flows from the source to the gas or liquid
inside of the calorimeter, and thence, through the insulation to the constant temperature region. Measurements of the
internal cell temperature as a function of time can be converted into data on the internally generated power, also as a
function of time. The simplest equation for an isoperibolic heat flow calorimeter is:
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Constant Temperature Constant Temperature

Figure 2. Schematics of two types of heat flow calorimeters surrounding a heat source S, an Isoperibolic calorimeter on the left and a Seebeck
calorimeter on the right. The Isoperibolic calorimeter consists of a thermal barrier, shown in grey. The interior air or liquid of the calorimeter is
heated by the source, which raises the internal temperature. That temperature as a function of time is the output data. The Seebeck calorimeter
consists of walls held at constant temperature, which are covered by small thermoelectric elements shown in black. Their voltage, also measured as
a function of time, constitutes the output signal. It depends on the temperature difference between the interior of the Seebeck calorimeter and the
colder outside temperature.

dr
M Cp i Input powers - Output thermal power, 2)

where M is the mass of the contents of the reaction vessel, Cp is the specific heat of those contents and (d7'/dt) is the
rate of change of the internal temperature. The input electrical power needed to free the protons from light water or
the deuterons from heavy water can be written as /(¢ — V},), where I is the usually constant electrical current, V, is
the voltage across the electrochemical cell and V4, is the thermoneutral potential for electrolysis of water. Any power
due to LENR is also part of the input power.

The output thermal power term is different for conductive or radiative losses. In the case of conduction, it is
K¢ (T — Tb) ,where K, is a “cell constant” in W/°C, which can be determined in multiple ways. They include
(a) measuring the slope of the cell temperature vs. input electrical power calibration curve, (b) fitting an analytical
equation to the cooling history of a cell after the input power is turned off or (c) computing the constant from the
conductivity and geometry of the thermal barrier. The T}, is the temperature of the usually water bath surrounding a
heat flow calorimeter.

Conductive heat flow calorimeters have been used often in LENR experiments by Miles and others [12]. Radiative
heat loss, without significant conduction is possible by the use of Dewar calorimeters, which have two walls with a
vacuum between them, and cannot support conduction. The original Fleischmann and Pons calorimeters were such

Dewars [2]. For them, the output thermal power term is Kr (T4 — Tg) , where K, is the coefficient for radiative heat

transfer and the fourth power dependence is due to the Stefan—Boltzmann law. Like conductive systems, the radiative
systems also required a stable outside temperature, usually a water bath. For both conductive and radiative heat flow
calorimeters, the response times (time constants) are determined by the time it takes for the contents of the system to
be transferred from the interior to the surroundings.

Equation (2) has two types of deficiencies. The first deals with the existing terms. There are multiple materials
within the calorimeter. For electrolytic experiments, they include the electrolyte, metal electrodes and leads, plastic
holders and electrical lead covers, a glass test tube and the oil. For Seebeck systems, they include those items, and
also the air within the calorimeter. So, the first term is actually a sum of M C,, products, XM;Cp,. Vx is not constant
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and varies during loading. And, the cell constant is sensitive to the electrolyte level. Secondly, there are two missing
terms, one for work done on the atmosphere by the bubbles and the other for energy carried out of the open cell by the
gases. These terms are small for low input powers and temperatures [13].

Given the above considerations, the equation for an isoperibolic calorimeter can be written, for low power opera-
tion, as:

dr
ZMiCPiE =I1(V—-V,) + PLENR — Kc (T —Ty). 3)

The only unknown in this equation is PLgngr. The masses, specific heats and 14, are known from construction and
tables. The cell constant is known from any of the methods already noted above. During a run, the input electrolysis
current and voltage are measured. Both the cell temperature 7' and the bath temperature 73, are also measured as a
function of time. If temperature readings from the cell are taken frequently, such as every second, then it is possible to
smooth the T'(t) readings and fit them with an analytical curve to obtain good values for (d7'/dt).

2.2.2. Seebeck calorimeters

Figure 2 contains a schematic of a Seebeck heat flow calorimeter. Such heat flow calorimeter systems are containers,
the walls of which are covered with thermoelectric devices or thermocouples (both called TE elements). Heat flows
from the source to the interior air, and then through the thermoelectric elements to the constant temperature region.
Experiments performed within Seebeck Calorimeters produce heat by (a) the electrolysis needed to free protons or
deuterons for LENR, (b) one or more fans that are always on to produce a uniform internal air temperature, (c)
resistive heaters to provide calibrations before, during or after LENR runs, and (d) the LENR. The action of these
heat sources raises the temperature of one side of the TE devices relative to the other side, which is heat-sinked to the
exterior reference temperature. Walls with water cooling or other means of producing a uniform temperature, such as
the use of TE elements as heat pumps, are common. The voltages produced by individual TE elements are added by
connecting them in series. The resistance of the TE elements is ignorable because virtually no current flows through
them due to the high impedance of voltage measuring devices.

Like most instruments, Seebeck calorimeters have advantages and disadvantages. They can have larger internal
volumes than other calorimeters. Seebeck calorimeters provide an alternative means of calorimetry, with a few different
challenges to accurate measurements. Thermoelectric Devices and Thermocouples can respond quickly to changes in
temperature. Like all calorimeters, Seebeck systems require understanding and calibration. The response time is set
by thermal conductivity out of the LENR cell into the air within the Seebeck calorimeter.

Storms published an equation for performance of Seebeck calorimeters [14]. He wrote “Excess power (EP) is
calculated according to the equation:

EP = A+ BV + CxV?— Vexlc— VpxIp 4)

where V is the Seebeck voltage, V. the voltage between the anode and cathode, I. the current passing through the
cell, V; the voltage applied to the fans, It the current passing through the fans, and A, B, and C are constants obtained
from calibrations”.

Another approach to the equation for a Seebeck calorimeter is based on the concept behind Eq. (2). There, the
energy deposited within the calorimeter in some unit of time, that is, the net input power, is the difference between the
total power entering the calorimeter and the thermal power leaving the calorimeter. As already noted, the increase in
energy within the instrument in the time increment is the sum of the products of the interior masses and specific heats,
times the rate of temperature change. Unlike most mass flow or isoperibolic calorimeters, there is a substantial volume
of air within a Seebeck calorimeter. If both the Seebeck calorimeter and the interior experiment are taken to be cubic,
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and it is assumed that the length of the side of the experiment is 10% of the length of a side of the calorimeter, the heat
capacity of the air is about 3% of the heat capacity of the experiment, assumed to be all water.
The input power to Seebeck calorimeter with a fan to homogenize the internal air temperature can be written as:

Pp=1(Ve—-W) + ItVf+ PLENR ©)

The first term is the power needed for electrolysis of the light or heavy water in the LENR experiment, as above for
isoperibolic calorimeters. The fan power is the product of the fan current /¢ and voltage V;, and P gnr is the LENR
power. The power exiting the calorimeter consists of (a) that passing by conduction through the TE modules, if they
are used, (b) that passing through the parts of surfaces not covered with TE modules, also by conduction, and (c) power
that is conducted through any other path, such as electrical or fluidic feedthroughs. If thermocouples, rather than TE
modules, are used in a Seebeck calorimeter, the power exits by conduction through the four walls, top and bottom of
the calorimeter. In either case, the overall Seebeck Calorimeter equation is:

SM;Cpi = I(Ve = Vo) + IV + PLENR — 2 Ki (Tt — TR) » (6)

where the K; are constants related to the thermal conductivity and geometry of the walls and the temperature difference
is between the interior of the calorimeter (7}, ) and the reference temperature (1) of the walls or the exterior of the
calorimeter.

2.2.3. Characteristics of calorimeters

Before reviewing the major specifications of calorimeters, in general, we note that it is possible to use some calorime-
ters in a differential mode. This involves having two identical calorimeters, one of which has the active LENR cell
while the other contains an inactive (unpowered) cell with the same configuration. If they are near each other, both
cells are subject to the same fluctuations in the temperature of the surroundings. Hence, comparison of the active and
inactive cells enables computational removal of the effects of unwanted exterior fluctuations. Isoperibolic calorime-
ters can be configured as differential calorimeters if they are placed near each other in the same water bath. Seebeck
calorimeters can be used similarly if they have a cylindrical shape, where the sides of the cylinder are heavily insulated.
The bottom of the cylinder can be capped and placed on a single TE element. A colder constant temperature heat sink
has to be on the other side of the TE element. It can be clamped at a constant temperature by use of TE elements, or
by flow of water that has a well-controlled temperature. Then, heat flow from the calorimeter containing the LENR
experiment to the heat sink will produce a voltage, which is measured. Similarly, heat will flow from another similar
calorimeter and dead experiment to the same heat sink. Again, comparison of the two voltage signals permits can-
cellation of the effects of room temperature fluctuations. Loss of heat out of the top of the LENR experiment and
calorimeter is an issue for cylindrical Seebeck calorimeters used in any configurations, either singly or in a differential
mode.

Calorimeters for LENR experiments are scientific instruments, and like most instruments, they have a few key
performance characteristics. They include:

o Sensitivity: Output value per internal Watt, usually Temperature (d7/dW) for Isoperbolic calorimeters
or voltage (dV/dW)) for Seebeck calorimeters. This is the slope of the calibration curve, which plots
output values (7" or V') versus input power (V).

o Minimum Detectable Limit (MDL): The lowest LENR power that can be measured. The MDL is determined
by the noise on the output measurement.
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e Power range: The lowest and highest powers, electrical and LENR, which can be handled by the calorime-
ter. The lowest powers are set by the MDL. The highest are due to temperature or voltage limitations of
components of the LENR cell or calorimeter, or the sensors.

e Time constants: These limit the fastest temperature excursions in an experiment, which can be resolved.
Ultimately are set by heat capacity and thermal conductivity of the experiment and calorimeter. They include
the times it takes to heat up or cool down components of the cell and calorimeter, or the times it takes for heat

to be transported to flowing coolant (for Mass Flow system) or to exterior temperature baths (for Heat Flow
calorimeters).

3. Thermoelectric Devices and Thermocouples

Thermoelectric materials and devices are reciprocal, when they are configured properly. If they are powered elec-
trically, they can pump heat from one side of a device to the other side (the Peltier effect). If they have different
temperatures on two sides, a voltage will appear across the output leads (the Seebeck effect). Thermoelectric devices
have a few chemical and geometrical characteristics, and one dominant performance parameter. Materials that exhibit
thermoelectric effects are commonly doped semiconductors [15]. In the most common configurations, the thermoelec-
tric materials are sandwiched between two ceramic plates, and connected in series. Figure 3 shows both the Peltier and
Seebeck modes of operation, and the general design of a thermoelectric device [16].

The main performance parameter for thermoelectric materials and devices is denoted ZT, the TE Figure of Merit.
It is determined by the material’s electrical conductivity, thermal conductivity, and Seebeck coefficient (the ratio of
generated volts to temperature difference) [17]. Values for ZT have increased over the decades due to the high interest

a b
Heat input + Electrical power input
g
H
ejected

Hot junction

Ceramic plate

Electrical power output

Figure 3. Schematic diagrams of thermoelectric elements (a) in the Peltier heat pump mode, (b) as Seebeck sensors of temperature differences,
and (c) arrayed within a thermoelectric device.
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Figure 4. History of the primary performance specification (ZT) of thermoelectric materials for diverse thermoelectric materials.

in both use of thermoelectric materials, generation of electricity from waste heat and solid-state refrigeration free of
compressor systems. Figure 4 shows the history of the evolution [18]. It also exhibits the compositions of diverse
thermoelectric materials. In the recent past, there has been a great deal of interest and progress in thermoelectric
materials with micro- and nano-structures. However, current performance remains short of the ZT value of about 4,
which is needed for massive uses of thermoelectric devices in solid-state refrigerators and other applications.

As will be seen, thermocouples have also been used in Seebeck calorimeters for LENR experiments. They are
intimate contacts between two metals with dissimilar electronic structures, usually produced by melting or welding
together wires of the two materials. Like semiconductor thermoelectric materials, thermocouples produce voltages
due to temperature differences. The voltage vs. temperature characteristics, and the compositions, of common thermo-
couples are available [19]. Figure 5 shows how thermocouples are used for practical temperature measurements [20].
Thermocouples have the important advantage of being small (less than 1 mm), so they can be inserted into systems to
measure temperatures at specific points.

4. LENR Papers about Seebeck Calorimeters

Seebeck calorimeters were used for LENR experiments, and described in papers from 1990 to 2019. Table 1 contains
a list of the papers, the references to which are in Appendix B. It is evident that Storms was one of the primary prac-
titioners of Seebeck calorimetry. Figure 6 contains images of his Seebeck systems. The cylindrical 2003 system used
thermocouples to develop a temperature-sensitive voltage. The other rectangular systems employed thermoelectric
devices. Zhang was also a leader in the development and use of Seebeck calorimeters for LENR experiments. Plots
in his papers show that the calorimeter is only one part of a system that supplies proper electrical voltages to and
from the instrument and records data from it. The system also provides a stable temperature reference for the Seebeck
calorimeters. Figure 7 contains examples of the published calibration curves for LENR Seebeck calorimeters

5. Tabulation of Characteristics and Performance of Published Seebeck Calorimeters

The geometrical, physical and performance characteristics of the described calorimeters varied widely. A spread sheet
of these factors was produced from the papers. Plots of the quantitative features of the reviewed calorimeters have
been produced. Tables 2 and 3 summarize the physical and other characteristics, and the performance of published
Seebeck calorimeters that were used in LENR experiments.
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Figure 5. Schematic of a thermocouple with compensating circuitry for having the “cold junction” at temperatures above absolute zero.

The relationships between characteristics and performance of calorimeters are important, as they are for most
scientific instruments. The Tables 2 and 3 provide quantitative information for making plots of such relationships.
Four such graphs are shown in Fig. 8. Two data with the values of (4056, 190) and (4056, 160) were omitted from the
plot of the inverse of the calibration constant (mV/W) vs. surface area (cm?) in order to make the lower such values
more visible.

Table 1. Summary of the papers on LENR Seebeck calorimeters examined in this review.

Authors Year Paper

Oriani, Nelson, Lee, Broadhurst 1990 Calorimetric Measurements of Excess Power Output During
the Cathodic Charging of Deuterium into Palladium

Oriani 1996 An Investigation of Anomalous Thermal Power Generation
from a Proton Conducting Oxide

Bush, Lagowski 1998 Methods of Generating Excess Heat With the Pons and Fleis-

clunann Effect: Rigorous and Cost-Effective Calorimetry, Nu-
clear Products Analysis of the Cathode and Helium Analysis

Zhang, Zhang Zhang 2001 Primary Calorimetric Results on Closed Pd/D20O Electrolysis
Systems by Calvet Calorimetry

Storms 2003 Maw to Make a Cheap and Effective Seebeck Calorimeter

Storms 2003 Use of a Very Sensitive Seebeck Calorimeter to Study the
Pons-Fleischmann and Letts Effects

Storms 2005 Description of a Sensitive Seebeck Calorimeter Used for Cold
Fusion Studies

Zhang, Dash, Wang 2005 Seebeck Envelope Calorimetry with a Pd/D20 + H2SO4 Elec-
trolytic Cell

Zhang, Dash 2007 Excess Heat Reproducibility and Evidence of Anomalous Ele-
ments After Electrolysis in Pd in D20 +H2SO4

Storms 2008 The Method and Results Using Seebeck Calorimetry

Zhang, Dash, Zhang 2008 Construction of a Seebeck Envelope Calorimeter and Repro-
ducibility of Excess Heat

Zhang 2009 Construction, Calibration and Testing of a Decimeter-Size
Heat-Flow Calorimeter

Macleod, Fork, Lam, Berlinguette 2018 Electronic Supplementary Material for System Identification
Calorimetry

Letts, Cravens 2019 Building and Testing a High Temperature Seebeck Calorimeter
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Authors Dimensions Shape | Frame | TEs or TCs Insunlation
Oriant, Nelson, Lee, 5cm (D) x 81 cm (H) 8 Cylinder 1961 TCs Thermal & electrical
Broadhurst 1590} sulation
Oriani {1996) @ Bex 395%2TCs | Insulsmed jacket
Buch, Lapoweki (1958) lemxlomxdom @ Bax 100 TC: Thermal meulation
Zhang, Zhang, Zhang 15 mm (¥ x 80 mm () 8 Cylmder 455 TCs Ashestos
(2002)

Storms (200%) 127 cm (1nner 1) 8 e ~1000 TCs Cooling water
Pipes
Storms (2003) 178mx17 78 cm=x17.78 _| Box Wooden enclosure
cm
Storms (2005) 138cmxbScmy 148 em @ Bex Watesproof Epoxy Paint
Zhang, Dach, Wang 13iemxlEicmx 183 cm Box Styrofoam
2003
Zhang, Trash (2007) B3emxl83emx 183 cm @ Box Styrofoam
Storms (2008) T8 mxll 78 cmx 17.78 I Box Waterproof paint
o
Zhang, Drash, Zhang 2cmEliemz2icm | Box 18796 TCs Styrofoam
{2008)
Zhang (2009) 26 0 % 26 em x 26 @ Box 16796 TCs Styrofoam
Macleod, Fork, Lam, 2 0emx1ifemx23dom @ Box & Heat Flow Alumirnn isothermal
Betlinguete Sensors enclosure
Lens, Cravans (2019) TE2emx 76l emx 3B lcm @ Ractanrular | 16 TC: + TE A laver of high temperarure
Block devices insulation

Table 2. Compilation of the characteristics in LENR reports on Seebeck calorimeters.
D is the diameter, H the height, R the rectangular prism, and C is the cube.

Another plot relates the maximum power that can be dissipated within the published LENR Seebeck calorimeters
to their volume. It is shown in Fig. 9. The data in Tables 2 and 3, and the plots in Figs. 8 and 9 are discussed in
Section 6.

6. Discussion of Published LENR Seebeck Calorimeters

The data in Figs. 7-9 show that Seebeck calorimeters used for LENR experiments have some commonalities and
differences. Their shapes are cylindrical, or prismatic in most cases cubic (C) or rectangular (R). But, the volumes of
the calorimeters varied widely from 81 to 39 760 cm?. The number of TE elements was also highly variable from less
than 10 to about 1000 thermocouples. The type of exterior insulations was also quite variable.

The performance of the published Seebeck calorimeters was also quite different. The power handling capacities
ranged from 0 to 80 W. Most of the instruments were limited in their maximum input power to about 10-25 W. Two
instruments were designed for powers of only less than 1 W. The output signals ranged from a few mV to 9 V. The
uncertainty related to the Minimum Detectable Limit (MDL) of input power was in the range of 10-87 mW. The
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temperature ranges that the published data showed were as low as 20°C and as high as 450°C. Powers required for the
internal air circulation fans ranged from 0.75 W to a rather high value of 5.3 W. Electrical (resistive) heating was most
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Authors Power | Voltage | Minimum | Temp. | mV/ | Fan & Calibration
Range | Range | milliWatts | Range | W | Power Method
Onani, Nelson, Lez, | 0-18W [ 0-0000V | +-20mW 0.5 Electre current throwgh corl
Breadhurst (1990) of nichrome wire set
Orinni (1996) 63-B0W [ 0072~ 400 - 11 1 Electric power
0.083V 410°C
Bush, Lagowski 0-01W - 10 mW 450°C Controller
(1998)
Zhang, Zhang, Thang | 0-0.5 W Pd electrode acting as heater
(2002}
Starms (2003) 0-10W 0-006V 35 mW 52 2
Starms (2003) 5-NW 0.02- 009V 47°C 5 3(53W) | Resistor made from platinum
Storms (2005) 2-16W 0.02-021V | +-60mW 132 1 Resistor heat
Zhang. Diash, Wang 0-20W 0=01V 10~ 55 1 PUH,0 + H.50, electrolytic
(2008} 0 °C (2.08W) | eell
Zhang, Dash 23-111 +- 8T mW - 57 Calibration resistor
(2007) W W°C
Storms (2008) 0-12W 0-0.14V /- 35 mW - 12 1 Drual calibration with Joule &
0 (0.75W) | electrolytic power
Zhang, Dash, Zhasg | 0-223W [ 0-4V e 40 mW 190 1{2.5W) | Electrical heater
(2008)
Zhang (2009) 01-50W [0=-2V 160 1{2.5W) | Electrical heater
Macleod. Fork, Lam, | 0-5W 0-3V
Berlinguette (2018)
Letts, Cravens (2019) | 0-75W [25-39V 200- 15.8 Resistive heating power
e

Table 3. Compilation of the performance of LENR Seebeck calorimeters.

commonly used for calibration, although electrolysis power was employed in three cases.

Storms 2003

Storms 2003

Storms 2005

Storms 2008

Figure 6.

Images of Seebeck LENR calorimeters designed, constructed, calibrated and used by Storms.
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Figure 7. Example calibration curves of Seebeck calorimeters for LENR experiments.

It is important to relate the static descriptive characteristics of LENR calorimeters to their dynamic performance.
Such correlations might provide significant information for designing new Seebeck calorimeters. The relationships
between two characteristics (area and volume) and two performance parameters (MDL and inverse of the calibration
constant), shown in Fig. 8 are not helpful. There is no clear trend in any of the four plots. We also plotted the maximum
power that would be handled by the calorimeters against their volume. The result is in Fig. 9. It might be expected that
the larger the calorimeter, the more power it could handle. The red curve is a linear fit to the (0,0) point and tabulated
data. The correlation is poor. The lack of clear trends in performance with the calorimeter characteristics motivated us
to consider ways to estimate such relationships, which are the subject of Section 7.

7. Scaling of the Size and Performance of Seebeck Calorimeters

It is possible to write a simple equation for how the performance (output) of a Seebeck calorimeter scales with its size.
Assume that the calorimeter is a cube with edge length of D, that the thermoelectric units covering all interior walls
have area A, and that the TE calibration factor is K, so that the voltage output of each TE elements is Ktg AT,
where the temperature difference is that between the inside of the calorimeter and the thermally stabilized walls. Hence,

the voltage output of the calorimeter is the number of TE elements times their individual output voltages, assuming the
usual serial connection:
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This equation shows that the output performance varies with the square of the calorimeter linear size for fixed TE
elements (KT and A).

Another relationship of interest is the maximum steady state power Py; of a Seebeck calorimeter as a function
of volume D3 [3]. Assume that the highest air temperature that the TE elements can tolerate is Ty;. The power
balance between the air inside of the calorimeter, heated by the combination of electrolysis, the fan and LENR, and the
conduction of thermal power through the six walls, can be written as P = [ K (Ty; — Tr)/W] 6D?, where Ky is the
thermal conductivity of the walls of thickness . Hence, the ratio of maximum total input power (not only i, gNg) tO
the calorimeter volume is

PM/Volume = [Kw(TM — TR)/W] 6/D (8)

8. Conclusion

The review of Seebeck calorimeters in this paper raises the question about similar reviews of calorimeter characteristics
and performance for other types of calorimeters. We do not know of related reviews for either LENR mass flow
calorimeters, of which there are few, or LENR heat flow isoperibolic calorimeters, of which there are many. It is
unclear now if there is any one best type of calorimeter, or if there is a best design for any type of calorimeter for
LENR experiments. It ought to be possible to rank the minimum detectable LENR power levels for all published
designs, but that is not particularly useful. The goal of LENR research is to produce LENR powers that are much
larger than such minimum detectable limits. And, there are several other important factors, such as the maximum
power that can be handled and the size of the experiments that a calorimeter can accommodate.

Copper Lid with Water Channels

Four Identical Copper Walls
with Water Channels,
Exterior Clear Plastic

and Interior TE Modules.

The Walls can be Removed

for Installation
of Experiments

Copper Bottom with Water Channels

1811

Electrical
Feed Throughs

| Base Plate

I = Inlet for Temperature Controlled Water [l = Water Outlet

Figure 10. Schematic diagram of the calorimeter being made for the LENR Energy and Spectroscopy Laboratory of The George Washington
University. Insulation, which will cover all sides, is not shown. A fan will be mounted on the interior of the calorimeter lid.
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The results of this review might be useful to scientists considering the use of Seebeck calorimeters for LENR
experiments. They also form the basis for the design of a new Seebeck calorimeter being made for our laboratory.
The conceptual design for that instrument is shown in Fig. 10. There are two major design goals for this Seebeck
calorimeter. One is performance, with a sensitivity and noise level that will enable detection of LENR powers as low
as a few tens of milliwatts. The other goal is ease of use. The base plate, legs and calorimeter bottom will form a
unit, with walls and calorimeter top that are removable for set up of experiments.
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Appendix A. Qualitative Comparison of the Major Types of LENR Calorimeters

The varied types and designs of calorimeters, which have been used in LENR research, are the result of the preferences
of experimenters, the tools available to them, and the characteristics and performance of particular calorimeters. A
qualitative comparison of the three major types of calorimeters used to date for LENR experiments follows.

Appendix A.1. Volume

LENR calorimeters can be made for diverse internal shapes and sizes. Simple geometrical forma, such as cylinders
or rectangular prisms are commonly used. The volumes for most mass flow and isoperibolic heat flow calorimeters
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have commonly been relatively small. For Seebeck calorimeters, one can place the temperature sensing devices, the
TE elements, in electrical series surrounding the internal volume. Doing this allows studying heat production in larger
volumes compared to mass flow and isoperibolic calorimeters.

Appendix A.2. Sensors

For mass flow calorimeters, temperature sensors for measuring inlet and outlet temperature of the surrounding fluid,
and flow rate sensors for measuring the surrounding fluid flow rate, are required. For heat flow isoperibolic calorime-
ters, temperature sensors are sufficient. Either thermoelectric devices or thermocouples can be used for heat flow
Seebeck calorimeters, with TE devices being the most common.

Table A1. Comparison of types of calorimeters.

Heat flow calorimeters

Characteristics Mass flow calorimeters

Isoperibolic Seebeck

Internal volumes Medium Small to medium Medium to large
Sensors T and flow rate Temperature TE devices

Cathode to electrolyte to solids and to:
Heat Paths Water or oil Water bath Constant T walls
Time constant due to- Thermal conductivity and thermal capacity of:

’ Water or oil Thermal barrier Air in calorimeter

MDL limited by: Cathode area changes due to bubbles and:

Flow fluctuations Bath T variations Reference T variations

T is the Temperature, TE the thermoelectric and MDL is the minimum detectable power level.

Appendix A.3. Heat paths

For mass flow calorimeters, the temperature difference between inlet and outlet of the surrounding liquid occurs due
to the heat production inside the container. Thus, the heat path for this type of calorimeter is through the walls of
the experiment to the surrounding fluid. For isoperibolic calorimeters, heat flow is from heat source to a constant
temperature surrounding water bath. For Seebeck calorimeters heat path is from the heat source through the internal
air to the constant temperature walls. Insulation is commonly used for heat flow calorimeters to help maintain the
constancy of the surrounding temperature.

Appendix A.4. Time constants

The response times of all of the LENR calorimeter types are limited to the medium into or through which the heat
flows. For mass flow calorimeter, this is surrounding liquid. For isoperibolic calorimeters, the path is through the
thermal barrier between the heat source and the surroundings. For Seebeck calorimeters, the generated heat must
warm the air inside calorimeter.

Appendix A.5. Minimum detectable powers

For all electrochemical LENR experiments, variations in the cathode area due to transient coverage by bubbles can
influence or limit the minimum detectable LENR power level. For mass flow calorimeters, fluctuations in the flow
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rate determine the minimum detectable power of the calorimeter. Therefore, using mass flow controllers, or weighing
and timing, is usually done to obtain precision in the flow measurement. Both of the heat flow calorimeters require
a reference temperature. Therefore, their minimum detectable LENR power levels are limited to the precision and
stability of the measured reference temperature.

The following table shows the bibliography of papers on use of Seebeck calorimeters for LENR experiments.

Appendix B. The bibliography of papers on use of Seebeck calorimeters for LENR experiments.

Authors

Title

Reference

R.A. Oriani, John
C. Nelson, Sung-
Kyu Lee, J. H.
Broadhurst
R.A. Oriani

Ben Bush and J. J.
Lagowski

Wu-

Shou Zhang, Zhao-
Fu Zhang, Zhong-
Lianf Zhang
Edmund Storms

Edmund Storms
Edmund Storms

Wu-Shou

Zhang, John Dash,
Qiongshu Wang
Wu-Shou  Zhang
and John Dash

Edmund Storms

Wu-Shou Zhang,
John Dash,
Zhong-Liang
Zhang

Wu-Shou Zhang

Calorimetric measurements of excess power output
during the cathodic charging of deuterium into palla-
dium

An investigation of anomalous thermal power genera-
tion from a proton conducting oxide

Methods of generating excess heat with Pons and Fleis-
chmann effect: rigorous and cost-effective calorimetry,
nuclear products analysis of the cathode and helium
analysis

Primary calorimetric results on closed Pd/D-O electrol-
ysis systems by calvet calorimetry

How To make a cheap and effective Seebeck calorime-
ter

Use of a very sensitive Seebeck calorimeter to study the
Pons—Fleischmann and Letts effects

Description of a sensitive Seebeck calorimeter used for
cold fusion studies

Seebeck envelope calorimetry with A Pd-D,O +
H>(S0), electrolytic cell

Excess heat reproducibility and evidence of anomalous
elements after electrolysis in Pd in DoO + HSOy4

The method and results using
Seebeck calorimetry

Construction of a Seebeck envelope calorimeter and re-

producibility of excess heat

Construction, calibration and testing of a decimeter-
size heat-flow calorimeter

Fusion Technol. 18 (1990) 652

Fusion Technol. 30 (1996) 281

Proc. of 7th Int..
Fusion, 1998, p. 98

Conf. on Cold

Proc. of 9th Int.. Conf. on Cold
Fusion, 2002, p. 431

Proc. of 10th Int.. Conf. on Cold
Fusion, 2003, pp. 269-272

Proc. of 10th Int.. Conf. on Cold
Fusion, 2003, pp. 183-197

Proc. of 10th Int.. Conf. on Cold
Fusion, 2005, pp. 108-116

J. Condensed Matter Nucl. Sci.
2005, pp. 86-96

Proc. of 10th Int.. Conf. on Con-
densed Matter Nucl. Sci., 2007, pp.
202-216

Proc. of 14th Int.. Conf. on Con-
densed Matter Nucl. Sci., 2008, pp.
11-25

Proc. of 14th Int.. Conf. on Con-
densed Matter Nucl. Sci., 2008, pp.
26-31

Thermochimica Acta 499 (1-2)
(2009) 128-132
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Macleod, Fork, Electronic supplementary material for system https://arxiv.org/ftp/arxiv/papers/

Lam, Berlinguette  identification calorimetry 1808/1808.04518.pdf, 2018

Letts and Cravens Building and testing a high temperature Seebeck J. Condensed Matter Nucl. Sci. 29
calorimeter (2019) 334-347
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Research Article

Basics of Air-Flow Calorimetry

Jacques Ruer*
SFSNMC, France

Abstract

In the Mass Flow Calorimetry method, the heat released by an LENR reactor under test is measured by monitoring the temperature
increase of a known flow of fluid passing over it. In the Air Flow Calorimetry method (AFC), the fluid is air. AFC appears to be
a relatively simple method to measure the amount of heat produced by an LENR reactor. It is well suited when the LENR reactor
surface temperature is high. It is easier to build than mass flow calorimeters using water-cooled or oil-cooled systems. Basically, the
calorimeter is designed such that all the heat produced by the device under test is transferred to a known mass flow of cooling air.
The accuracy of the method is governed by the control of the heat losses, the mass flow-rate of cooling air, the air heat capacity, the
measure of the average air temperatures at inlet and outlet. Transpiration cooling is an efficient design to minimize the heat losses.
The AFC method can be applied to reactors of any size and surface temperature. Its use is restricted to the testing of reactors that
work continuously, because thermal equilibrium must be reached to make valid measurements. A thorough calibration procedure is
essential to minimize the influence of errors on mass flows and temperature differences.

(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123

Keywords: Air flow calorimetry, Air heat capacity, Calibration, Flow meters, Heat measurement, High temperature, Transpiration
cooling

1. Introduction

In the Mass Flow Calorimetry method, the heat released by a hot object is measured by monitoring the temperature
increase of a known flow of fluid passing over it [1].

In the Air Flow Calorimetry method (AFC) the fluid is air. AFC appears to be a relatively simple method to measure
the amount of heat produced by an LENR reactor. A recent example of the method was presented by Mizuno [2]. It is
well suited when the LENR reactor surface temperature is high. It is easier to build than mass flow calorimeters using
water-cooled or oil-cooled systems [1-3]

Basically, the calorimeter is designed such that all the heat produced by the device under test is transferred to a
known mass flow of cooling air. According to the first principle of thermodynamics the rise of temperature of the air
flow between the inlet and the outlet of the calorimeter is linked to the heat input by Eq. (1).

Q = Cpm (Tout - Tm) + Losses, (1)

*E-mail: jsr.ruer @orange.fr.

(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123
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Figure 1. Sketch showing the main AFC features. The reactor tested is placed in an enclosed insulated box. A flow of air exports the heat released.
Some heat is lost through the walls because the insulation is not perfect.

Q is the heat power (W), C,, the air heat capacity (J kg ~'K~!), m the air mass flow rate (kgs~!).

The AFC box that contains the reactor cannot be perfectly insulated. The losses must be taken into account. The
method is well suited for stable continuous processes operated during periods much longer than the transient tempera-
ture evolution during the start-up phase. By nature, AFC is not applicable for the study of short-lived phenomena. For
a discussion of this see also [1].

Transients may be analyzed by the technique developed by Higgins and Letts [4], but this is beyond the scope of
this paper. In the following it is supposed that the heat flow is constant and that all measurements are taken when
equilibrium conditions are reached.

Although the basic principle is simple, the accuracy of the method is influenced by many factors. We will show that
AFC is able to deliver meaningful results with a careful calibration. This paper is an overview of the main parameters
involved in air flow calorimetry, the possible problems that may affect the accuracy and the potential solutions to solve
these problems.

2. Review of AFC Parameters
Figure 1 is a schematic view of an AFC system. AFC is governed by the following parameters:

e Air mass inlet and outlet — influence of enclosure leaks.
e Air heat capacity.

e Air temperatures at inlet and outlet.

e Heat losses: the insulation of the enclosure is not perfect.

These different factors are detailed later. But it is first necessary to examine how the heat released by the reactor is
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Figure 2. Heat transfer phenomena in AFC.

transferred to the flow of cooling air.

2.1. Transfer of heat between the hot device and air in AFC

How the heat is transferred from the hot LENR device to the air must be considered in detail. The different heat transfer
mechanisms are summarized in Fig. 2. Conduction, radiation and convection must be taken into account.

Conduction: Heat is conducted through the wall insulation and the mechanical supports that hold the LENR
device in place. Insulation and supports must be designed to minimize the heat lost by conduction to the
environment.

Radiation: Air is transparent to infrared, at least if the dimensions of the enclosure are small enough to neglect
the absorption by the tiny amounts of HoO and COs, in the atmosphere. All the heat radiated by the reactor hits
the walls. If the walls are coated by a reflective surface the infrared photons bounce several times between the
solid surfaces contained in the box. Finally, all photons are absorbed by the solids. Heat is then transferred to
the air by convection, unless it escapes to the environment via conduction through the box thermal insulation.
Because the surface area of the walls is much larger than the reactor surface area the largest share of the
infrared heat is exchanged to the air by the walls. The heat lost across the thermal insulation is evacuated
to the environment by convection in free air and also by radiation. The room environment influences these
exchanges. If a stream of air or if sunlight hit the box the thermal behavior is altered. Precautions should be
taken to avoid a direct exposure of the box to uncontrolled air flows or the sun at any time of the day
Radiation from the reactor can affect the sensors that monitor the air flow temperature if they are in direct
view of the reactor, especially if the LENR reactor is very hot. To avoid this disturbance a screen should be
arranged to block the direct view.

Convection: Inside the box convection is the only useful heat transfer mechanism as far as AFC is considered.
The surface area and the heat exchange coefficients between the reactor and the cooling air and between the
walls and the air have an influence on the equilibrium surface temperature of the reactor and of the walls.
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3. Influence of AFC size on Reactor Temperature

From this analysis we can conclude that the design of the AFC box has an influence on the relationship between the
reactor power and its surface temperature.

Figure 3 shows an example. A simplified model calculates the behavior of an LENR reactor installed inside two
different boxes with different wall areas. For a given heat power the reactor is hotter if it is located in the small box.
Many authors report a correlation between the reactor temperature and its power. Therefore great care must be devoted
to the analysis of measurements made by use of an AFC.

4. Influence of Heat Losses

Any heat that is not carried away by the cooling air flow is not measured directly. The calorimeter enclosure must be
leak-free and a good thermal insulation is required to minimize the heat losses. The energy input of the air blower
must be taken into account. An experimental discussion is provided in [2].

The heat lost through the walls depends on the insulation quality but also on the external conditions. The heat loss
is governed by the surface area of the box walls and by the temperature difference between the inner face of the wall
insulation and the environment. We have seen that the smaller the box, the higher the wall equilibrium temperature.
The trade-off is not easy to find. We present a solution to this problem in the next section.

Other features of the calorimeter may have some impact on accuracy. For example, if the air inlet and air outlet are
installed at different locations on the calorimeter enclosure the temperature distribution inside the air box is affected
and heat losses are modified [56].

The hottest air tends to gather under the roof of the enclosure. It is therefore advisable to locate the air exit at the
top in order to minimize the quantity of hot air accumulated in the box.

5. Transpiration Cooled Screen (TCS)

Transpiration cooling of a hot surface is caused by a flow of cool gas across the porous surface. Figure 4 shows for
example the conceptual view of a gas turbine blade designed with transpiration cooling. Figure 5 shows a schematic
view of an AFC system where the reactor is confined in an internal box made of Transpiration Cooled Screens (TCS).
The cooling air percolates through the screens from the outside of the box to the internal volume. The air is pumped
by a blower. With a proper design, all the heat received by the screens is transferred to the airflow.

Let us consider the heat flow on one of these screens (Fig. 6). On the inner face a given heating power is received
(by example via radiation). The air flows through the screen with a space velocity V' (assuming no solid in the screen).
The screen thickness is L and the thermal conductivity of the screen material is A. The screen material is ideally made
of a porous material such as a layer of ceramic fibers. A numerical model has been written to simulate this. It uses
an iterative method to calculate the temperature distribution of the solid and the air within the TCS. The calculation
requires the introduction of the heat capacity of the solid to solve the transient evolution of the temperatures. However,
the heat capacity has no influence on the temperature distribution at equilibrium.

The model shows that the behavior of the TCS depends on the value of the ratio F':

A
F=—/—
LpC,V
F represents the ratio of the heat transported by the conduction in the solid and the heat transported in the reverse
direction by the air flowing through the screen. Figures 7 and 8 present typical results. In Fig 7, the screen is made of

a heat conductive metal (steel wool). The F' factor is larger than 1. There is a large temperature gradient on the outer
face of the screen, indicating that heat is lost to the environment. Such a TCS is inefficient.

2
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Figure 3. Example of the interaction between the reactor and airflow calorimeters of different sizes. Model hypotheses: The insulation of the box
is perfect. All the heat radiated by the reactor is absorbed by the box wall and exchanged to the cooling air. Convection exchange coefficient: 20
Wm~—2 K~ on all surfaces , emissivity is 0.8, LENR reactor surface area 0.1 m 2 , blue curves, box surface area 0.5 m? , red curves, box surface
area 1.0 m? the size of the box has an effect on the reactor surface temperature at a given power level. (a) Relationship between the temperature on
the reactor surface and the box inner wall temperature. (b) Relationship between the reactor power and its surface temperature.

On the other hand, Fig. 8 shows the temperature distribution calculated in a screen made of an insulating fiber mat.
The temperature gradient on the outer face is negligible. All the heat is recovered by the cooling air. There is basically
no heat loss to the environment.

Transpiration cooling is therefore a very efficient arrangement to eliminate the heat losses in AFC. It eliminates
the interference between the AFC size and the reactor temperature because the TCS inner surface is kept at a moderate
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temperature level, close to the air outlet temperature.

6. Testing High Temperature Reactors

Some reactors are operated at a high temperature, well in excess of 300°C. AFC can be applied with the setup config-
uration shown in Fig. 9. The reactor is wrapped with an insulation mantle that creates a temperature drop between the
reactor itself and the external surface of the mantle. The insulation thickness must be selected in order to obtain the
desired operational characteristics. The mantle temperature governs the heat transfer while its thickness dictates the
reactor temperature. Test of several mantles with increasing thicknesses may be required to find the correct balance of
temperatures. The advantage of AFC is the absence of water or flammable oil that may cause some problems in case
of leakage. Again, such an AFC experiment is only feasible if the reactor generates heat in a reproducible continuous
and stable fashion.

7. AFC Measurements
7.1. AFC parameters
As mentioned earlier AFC requires the measurements of the following parameters:

Air mass inlet and outlet.

Air heat capacity.

Air temperatures at inlet and outlet.

Heat losses: the insulation of the enclosure is not perfect.

Any error on these parameters has an influence on the AFC accuracy. The influence of the different sources of error is
discussed below.

7.2. Air mass flow rate and heat capacity

The cooling capacity of the air flow depends on the product mCy,
The mass flow is measured by appropriate sensors located in the air inlet or outlet pipe. If the pipe section area is S

Transpiration Cooled Porous Sheet
. -

Cooling air

(@ RADIAL AIRFLOW INTO CHAMBER
(d)

Figure 4. Conceptual view of transpiration cooling applied to gas turbine bladessource [7].
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the mass flow is
mCy = pSVC,,. 3)

e p (kgm~3) is the air density that depends on the local atmospheric pressure, room temperature and relative
humidity.
e V (ms™1!) is the average velocity in the pipe. Most sensors give the air velocity at one point (e.g. on pipe
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Figure 6. Sketch of a transpiration cooled screen.
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centerline). The relationship between this local velocity and the average velocity may be affected by many
geometrical factors like turbulence, friction on pipe wall, presence of straight lines and bends along the pipe
length or other obstacles.

e Cpd kg =t K1) is the air heat capacity. The heat capacity varies with the relative humidity.

Appendix A gives a method of calculating the heat capacity as a function of the actual air conditions. The quantity of
air that flows through the AFC box per second can be evaluated via different methods:

e Measurement of the air velocity in the inlet pipe connected to the box.
e Direct measurement of the air mass by a mass flow meter.

Different types of flow meters are available. An abundant literature describes the operation of the various sensors
[8-16]. Table 1 summarizes some information on the main types of flow sensors.

Table 1. Main types of flow sensors.

Sensor type Principle Physical Other parameters for  Remarks
measure mass flow knowledge
Hot wire Cooling of a heated ki A+kav/ApV X =f(T-H) Local point measure
wire
Ultrasonic Time of flight of US V p = f(P-T-H) Average V/
pulses or Doppler ef-
fect
Orifice plate Pressure drop througha ~ 1/2 pV'2 p = f(P-T-H) Average V/
restriction
Venturi Bernoulli effect 112 pV2 p =f(P-TH) Average V'
Pitot tube Bernoulli effect 172 pv2 p = f(P-T-H) Local point measure
Turbine Freewheeling propeller V p =f(P-T-H) Average V/

must exceed a minimum value to
overcome propeller bearings friction
V is the air velocity (ms™1), p the air density (kgm~3), X the air conductivity (Wm=1 K1), P the air pressure (Pa), T the temperature
(K), and H is the relative humidity (%).

Insulating W LENR reactor Measure outlet
mantle 3 under test (hot) )[ temperature

|
|

Electrical heater ]

“
{ Measure flowrate &
inlet temperature

Blower

| —>

H:HHH:HEI'H HHH

Figure 9. Schematic AFC setup to test a high temperature reactor (with TCS).
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Some sensors give the velocity of the gas. The measurement of the mass flow requires the separate determination
of the gas density. It depends on the local pressure temperature and humidity. Some sensors directly deliver the average
velocity in the pipe. Others measure the velocity at a particular position in the pipe. Groups of sensors are sometimes
arranged across the pipe section (e.g. arrays of Pitot tubes).

Mass flow sensors are generally calibrated for a specific range of environmental conditions. If high accuracy is
desired the calibration may have to be revisited [17]. The relationship between the velocity measured on a single point
and the average flow is influenced by many factors such as gas velocity, level of turbulence, geometrical configuration
of the piping arrangement, etc. It is generally specified that long straight pipes must be installed upstream of a flow
meter [18,19]. This requirement can be relaxed if flow straighteners are incorporated in the piping design [20-22].

The sensor must be selected for the specific range of expected air velocity. This is particularly true for the types
sensitive to the product p V2. Venturis or calibrated orifice plates are normally used for the calibration of other flow
meter types [11]. In industry the hot wire type is frequently used, for example to control the air/fuel ratio in combustion
engines [15].

7.3. Air inlet and outlet temperatures

The other important parameter for the measurement of heat generation is the air temperature difference between the
inlet and the outlet. Different temperature sensors are available (thermocouples, thermistors, resistive temperature
detectors (RTD)) [23-25]. In the inlet and outlet pipes the airspeed may be important depending on the design. The
air temperature sensors must be arranged to measure the stagnation temperature [26].

The air inlet temperature must be as constant as possible. This depends on the laboratory room heating ventilation
or air conditioning system performance. In the inlet and outlet pipes the air flow can be made turbulent, but the
air velocity is rather low inside the calorimeter box. The presence of the hot reactor creates a plume of hot air that
accumulates at the top. The temperature stratification may still be detectable in the air outlet pipe where the outlet
temperature is measured, which would introduce incorrect readings. In order to have a valid measurement of the
average temperature it is advisable to locate a static mixer in the outlet pipe upstream of the temperature sensor
[27,28].

7.4. Evaluation of errors

Any fluctuation of the inlet temperature results in an error in the heat flow measurement. The heat storage capacity
of the whole system introduces a time lag on the readings. For a given heat power there is an optimum combination
of flow rate and temperature rise in order to maximize accuracy. The theoretical accuracy of air flow calorimetry is
discussed based on the fractions of heat carried away by the air flow and heat losses. Any sensor is characterized
by a relative error level on the value reading plus a systematic error given as a percentage of the full scale of the
measurement.

Let us assume that the average air velocity V' is subjected to a systematic error dv and that the temperature differ-
ence AT is similarly affected by an error d¢. The heat flow value W can be written as

W = pC,SVAT = EVAT, 4)
W is measured within the error margin
[S(V —dv)] [pCp(AT — dt)] < W < [S(V + dv)] [pCp (AT +dt)]. 5)
A first order approximation gives
dv dt

dv dt
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The relative error is the sum of the relative errors in the different parameters.
The following equations show there is an optimum choice of V' to minimize the error. For a given heat flow value
W the product V AT is theoretically constant. For a given value of V' we have

W W
AT = SpCV T W (7)
The relative error dt on AT can be written:
dt kVdt
AT W ®)
The overall relative error is then
relativeerror = — + at = dv + w 9
vV AT V w

Figure 10 shows schematically the relative error as a function of V. There is an optimum value of V' that depends on
W/k, dt and dv.

7.5. Other sources of errors

Any experimental installation must be thoroughly analyzed to identify all possible secondary sources of errors. An
example is given by the presence of the electrical leads connecting the LENR device to the power supply and to the
measurement equipment. On one hand Joule heating losses introduce a parasitic source of heat. On the other hand,
the metallic wires can extract heat from the calorimeter by conduction. The resultant effect depends on the overall
configuration. Another example is the design of the mechanical support of the device inside the enclosure.

Example of relative error
01

O H/k = V,AT, = 100°Cms-
0,08 dv=0.1ms?

0,07 |dt=0.1°C

0,06
0,05
0,04
0,03
0,02
0,01

Relative error (-)

0 5 10 15 20 25 30 35 a0
Air velocity (m/s)

Figure 10. Example of relative error calculated for flow and temperature sensors affected by systematic errors. There is an optimum air velocity
that minimizes the error.
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8. Calibration

Because so many parameters can affect AFC it may seem difficult to do reliable experiments with this method. In
fact, it is fortunately possible to minimize most of the uncertainties with a careful calibration. Calibration is done by
monitoring the data obtained during the operation of a known heating power. The power dissipated by an electrical
heater can be controlled with great accuracy.

If all AFC parameters are kept unchanged between the calibration run and the LENR test the heat generated by the
LENR reactor can be obtained via a relative comparison of the power measures. The relative measurement method is
able to deliver accurate results provided the following precautions are taken.

— Heat losses must be known. It is best to minimize the heat losses. The lower the heat losses the lower the
sensitivity to external conditions. The TCS configuration that basically eliminates all heat losses is recom-
mended.

— A run takes a long time, typically several hours because equilibrium must be reached before any measurement.
During this time the air pressure and humidity may have changed. No calibration can prevent a modification
of the air heat capacity. This value must be frequently checked during all experiments.

9. Conclusion

The AFC method can be utilized to measure the generation of heat of an LENR reactor. It is relatively cheap to set up
and can be applied to reactors of any size and surface temperature. Its use is restricted to the testing of reactors that
work continuously because thermal equilibrium must be reached to make valid measurements.

The AFC system must be designed to minimize the heat losses. The TCS configuration introduced here is an
interesting solution. A thorough calibration procedure is essential to minimize the influence of errors on mass flows
and temperature differences. The heat capacity of the air must be calculated separately.

Appendix A. Heat Capacity of Humid Air

AFC requires the knowledge of the heat capacity of the air that cools the sample. Any error on this parameter has a
direct influence on the heat power measured. It is therefore necessary to introduce in the calculation of the results a
precise value of the heat capacity.

The specific heat capacity of air for constant pressure CY, depends on several parameters. This appendix provides
a method of determination of C, for conditions that correspond to AFC needs, at ambient pressure and temperatures
encountered in laboratories.

Calculation utilizes the C}, of dry air and the theoretical influence of humidity, as explained below (Table 2).

These data make it possible to write Egs. (A.1) and (A.2):

Dry air: Cp(kJ kg 'K™) =1.0037 + 3 x 107°¢ + 3 x 10772, (A.1)

Table 2. Specific heat capacities of dry air and water vapor
(sources: [29,30]).

T (K) t(°C)  Cpa dry air Cpw vapor
(KJkg~ 1K1 (KJkg= 1K)

250 -23 1.0031 1.855

275 2 1.0038 1.859

300 27 1.0049 1.864

325 52 1.0063 1.871

350 77 1.0082 1.88




264 J. Ruer / Journal of Condensed Matter Nuclear Science 33 (2020) 252-267

Heat capacity per mass of humid air
11
109
= —0%
¥ 1,08
" —10%
£ 107
2 20%
= 106 30%
(1]
T 105 —a0%
£ 04 —50%
2 v
S 103 —60%
,-s' 102 —70%
—B80%
g 101
o —00%
o ' —100%
T
0,99
0 10 20 30 40 50 60
Temperature (°C)
Figure 11. Specific heat capacity for a mass of humid air.
Water vapor: Cpy (kJ kg7 'K™1) = 1.8584 + 2 x 107*¢ + 107%¢% (A2)

The coefficients of determination RZof the above equations are respectively 0.9999 and 0.9997. The C,, of dry air
varies slightly with the temperature. The pressure has no influence under our conditions. The heat capacity of water
vapor is larger than dry air. The air humidity must be taken into account.

Let us assume the following air conditions:

e laboratory pressure: P (Pa),
e inlet temperature: ¢ (°C),
e relative humidity: H (%).

Table 3. Vapor pressure at saturation
in humid air (source: [31]).

t(°C)  Vapor saturation
pressure Ps (Pa)

0 603
10 1212
20 2310
30 4195
40 7297
50 12210

60 19724
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The vapor pressure at saturation (H =100%) is linked to the temperature as shown in Table 3. The saturation pressure
P can be described by Eq. (A.3):

P, = 568.62 + 75.215¢ — 1.1693t% + 0.0871¢>. (A.3)

The coefficient of determination R? of this formula is 0.9999. For a humidity H the actual partial pressure of the vapor
is

P, = P;H/100. (A4)
The partial pressure of dry air P, is then
P,=P—P,. (A.5)

For a volume of air of 1 m® under the conditions used for the calculation the masses of air M, and water vapor My,
are:

M, = 1.294(P,/101325)273/(t + 273), (A.6)

M, = 0.803(P,/101325)273/(t + 273). (A.7)
The volumetric heat capacity is

Cp = M, Cpa + My, Oy (kI m 2 K1), (A.8)

The mass of the gases is M, + M,,. The specific heat per mass of humid air is

_ M. Cpu + My Cpw —1p—1
Cp, = M, 3, (kTkg™" K™1). (A.9)

Figure 11 shows the specific heat capacity as a function of the temperature and humidity. Figure 12 shows the volu-
metric heat capacity as a function of the temperature and humidity.
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Figure 12. Volumetric heat capacity of humid air for a pressure of 101325 Pa.
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Buoyant Heat Transport in Flow Calorimetry
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Abstract

Reported ‘excess heat’ by flow calorimetric systems may be false positive or inflated, if the information was collected with tem-
perature probes at two different heights or in the absence of confirmatory thermal Joule calibrations and ng correction. This is
especially true at higher temperatures. The non-dimensional number (ng), which is the ratio of heat transported by the buoyant
forces caused by any inhomogeneous temperature distribution to the heat transported by the expected solution convection, can yield
an improved semiquantitative estimate of the actual gain: Power Gain ¢ qprected)=Power Gaingipdicated) * (1—ng).

(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123
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1. Introduction — Overview of the Impact of the Buoyancy Effect

Although flow calorimetric systems are increasingly used to detect enthalpic changes (excess heat) secondary to puta-
tive CF/LANR/solid state nuclear reactions [1-6], there are serious potential problems when used with volumes passing
unconstrained flow (that is, outside of simple pipes or arteries where there is no significant volume to enable buoyant
heat flow). Flow calorimetry is simply not semiquantitative absent joule (ohmic) calibration and buoyancy correction.
The equation(s) cannot be trusted to accurately derive the power output or putative excess heat if there are errors in
the measured fluid flow, or the specific heat of the water, or absent buoyancy correction. Figure 1 shows this and the
utterly huge amount of potential error.

Specifically, problems arise if uncalibrated outputs are taken from temperature probes at two different elevations
(levels, heights), or with heat transported by buoyant forces between them. In those cases, the indicated values provide
an inaccurate value. Figure 1 demonstrates that the indicated uncalibrated outputs area shown as a function of real,
actual output power (from loss, through breakeven to circa 300%) and the non-dimensional number 1 which is the
ratio of heat transported by the buoyant forces to the heat transported by the applied solution convection. Figure
1 saliently demonstrates that the temperature differential is only truly accurate and usable for a flow calorimetric
equation IF the temperatures are taken at the same elevation. Simply put, even if all variables are correct, and although
the equation may be dimensionally correct, it is not valid for low flow rates or where there is buoyancy instability of

*Mitchell R. Swartz ScD, MD, EE, E-mail: drswartz@nanortech.com.

(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123
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INDICATED UNCALIBRATED OUTPUT FROM FLOW CALORIMETRY WITH TEMPERATURE PROBES
AT TWO DIFFERENT LEVELS IN THE ABSENCE OF OHMIC CONTROL OR BUOYANT CORRECTION
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Figure 1. The indicated uncalibrated outputs from flow calorimetry with temperature probes at two different elevations (levels, heights) in the
absence of ohmic controls or buoyant correction.

water (Benard instability). Instead, semiquantitative calibrated information is needed and it is achievable, as shown
here using the non-dimensional number (= ng) which is the ratio of heat transported by the buoyant forces to the heat
transported by the applied solution convection.

2. Background
2.1. The buoyancy effect is quite real and observable

Many aspects of calorimeters have been discussed, including issues of potential problems with the thermometry, elec-
trical grounding and crosstalk, thermal mixing, sensor positioning problems, and recombination. Yet, the potential
impact of the buoyancy error is usually not considered despite its demonstrated significance and relevance to heat
and mass flow and Benard instability (Fig. 2). The amplification can be quite significant, making this an important
potential false positive. Worse, these errors do not average out over successive measurements.

2.2. Heat driven flow interferes with accurate calorimetry

We first demonstrated the significance of this effect in a series of papers [7-12], beginning with Potential for Positional
Variation in Flow Calorimetric Systems which discussed a theoretical examination of heat and mass flow [13] with
inclusion of the Benard instability [14]. Therefore, as can be seen even in this early model of the impact of buoyancy
movement in flow calorimetry, the indicated results are not semiquantitative without calibration and correction. The ef-
fect can yield the appearance of excess heat when there is none, and it can also magnify the real excess heat far beyond
what is actually obtained in the absence of buoyancy instability of water. Such indicated values can deceive the exper-
imenter and can be misused, or used by crafty individuals, in the absence of timely synchronous ohmic/joule controls.

In either case, this can give everyone the wrong impression based on an indicated number rather than semiquantitative
calibrated data.
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2.3. Error increases with additional heat

The impact of buoyant velocity interfering with flow calorimetric indicated measurements increases and is especially
true at higher temperatures. Figures 1 and 3 show typical examples of this. Large volumes of fluids, moving or
not, can yield temperature differentials which are not excess heat, and must be accounted for, and corrected in all
semiquantitative flow calorimetric calculations.

3. Results
3.1. Understanding the buoyancy effect

This error can be semiquantitatively corrected by continuum electromechanical/flow principles [13] and the Navier—
Stokes equation. That equation is essentially an equation of energy flow, but to understand this continuum equation
requires a closer look at heat capacity of a volume of mass and how heat can flow from that volume through a surface
encompassing that volume (Fig. 6). Together the local heat increase (AT * Heat capacity) and heat flux and the power
input. Here, with electrical or other input (such as V' * I) the local power and the other variables define Incremental
Power Gain. Integrated over time this becomes the excess heat.

4. Methods
4.1. Derivation of Navier— Stokes equation, Benard instability

The Navier—Stokes equation is derived from ' = ma, which is conservation of momentum and from the equations for
conservation of mass and energy. Conservation of mass requires the continuity equation.

e Conservation of momentum
mi =Y F. (1)

where m is the mass, @ the acceleration, and F is the sum of all forces acting on fluid.
e Conservation of mass (continuity equation)

V.-i=0. 2)
o Conservation of energy
oT
— =kV?T + . 3
Pe VT + ¢ 3)

The term on the left-hand side represents rate of change of local heat energy stored, the first term on the
right-hand side represents heat conducted out and ¢ is the heat generated.

The desired equations, therefore, add the forces on the right-hand side of Eq. (4), which here have forces which
here arise from a pressure gradient, from gravity, and diffusion. Finally, because this is a Euler equation (a flow though
a volume) rather than a Lagrangian (such as where is the ball as a f (z,y, z) the convective derivative is needed and
used on the left-hand side of Eq. (4).

e Navier—Stokes equation

—

oV e I
p {at + (V.V)V] =P = ~Vp+pg+uViV. @)

where OV /0t and DU/ Dt represent convective derivatives, p the pressure, g the gravity, and V is the diffusion.
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Figure 2. Examples of Benard—Rayleigh instability range from both the aqueous and gaseous regions in/near a cup of coffee, to the circulation
cells which result from the uplift of fluid (and heat) arising from the difference of density. Shown are cells such as observed by Benard, and computer
simulations and thermography and a cartoon schematic further showing the buoyancy effect and the induced circulations.

5. Results
5.1. Thermal expansion, Boussinesq approximation

In these cases, the thermal expansion must next be addressed. The key problem is that water and air and other fluids
used in flow calorimetry suffer from thermal expansion. Their density is a function of temperature. Thus, water when
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Figure 3. Impact of the direction of fluid velocity in flow calorimetry. Figure 3 from the Potential for Positional Variation in Flow Calorimetric
Systems first discussed these theoretical issues/errors of heat and mass flow. The direction of the flow (horizontal with the input and output being
measured at the same height) are shown on the top. The bottom shows vertical flow, although the curve itself remains horizontal for easy comparison.

it freezes floats on top, as one example, thereby fortunately saving all of the life below in the pond during the Winter.

For simplicity, the Boussinesq approximation is used, which only considers the thermal expansion in any term of
Eq. (4) involving gravity (such as on the right hand side). Solution leads to Benard instability, the Rayleigh Taylor
wavelength, and what is universally observed (Fig. 2). This equation is generally ignored in simplistic flow calorimetric
systems/calculations.

5.2. np evaluates impact of buoyancy effect

We derived a non-dimensional number (= 7g) which can determine if flow calorimetry is defective when it is signifi-
cantly greater than zero, and can be used to correct the flow calorimetry to the first order [7-10]. np is the ratio of heat
transported by the buoyant forces to the heat transported by the applied solution convection.

np is also derivable from other non-dimensional factors including the Archimedes non-dimensional number (which
is the ratio of the buoyant force to the viscous force), and the Rayleigh non-dimensional number (which is the ratio of
gravity to thermal conductivity).
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Figure 4. False indicated differential masquerading as excess heat. Examples of higher temperature Benard instability effect are seen during
ultrasonic irradiation of palladium loaded cathode located in a simple tank (aquarium) of ordinary water. There is an initial AT between the
top and the bottom (left hand y-axis) of several degrees. THIS IS NOT EXCESS HEAT prior to the irradiation, and that proves the entire issue.
This temperature differential increases markedly to 20°C, and more, after initiation of the ultrasonic irradiation. Note that the time for fall off is
significant.

5.3. First order correction using buoyancy factor

To zeroth order one can write using the specific heat capacity, the temperature differential, and the rate of mass transfer
caused by both the expected convection and the buoyancy movement secondary to the temperature inhomogeneity.

Pobserved = Fout + FPerror = Cp * AT * Vigrg) = Cp * AT * ( convection T Vbuoyancy) ®)
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Figure 5. Second false indicated differential masquerading as excess heat. A second example of higher temperature Benard instability effects
which were seen during ultrasonic irradiation of a cathode in a simple tank of ordinary water. The z-axis shows the temperatures recorded, and the
y-axis is the differential (AT") between top and bottom. Notice a clear differential of 0.2°C, before and after the experimental run. There is an
initial At between the top and the bottom (left hand y-axis). This increases markedly to 20°C differential and more after initiation of the ultrasonic
irradiation.
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Figure 6. Scientific heroes of buoyant heat flow. The concept of specific heat originated with Dr. Joseph Black (1728-1799; left top), a Scottish
physician and chemist who reported on the latent heat and heat capacity of ice and water. In 1761, Black reported of these findings in melting ice and
boiling water, and realized that different materials have different specific heats. The heat flow issues were developed by Jean Baptiste Joseph Fourier
(1768-1830; mid top), French mathematician and physicist, while with Napoleon Bonaparte on his 1798 Egyptian expedition, became governor of
Lower Egypt and secretary of the Institut d’Egypte. It focused his attention to heat propagation. After the British victories, in 1822, he presented
his equation on heat flow now used [15,16]. George Gabriel Stokes (1819-1903; top right), a mathematician and physicist, put the continuum flow
equation together incorporating both heat conduction {from his research of crystals (1851) and incompressible fluid flow (1843)}. Henri Claude
Bénard (1874-1939; bottom left), a French physicist, became known for his experiments on convection in liquid including the buoyancy circulations,
which were analyzed by John William Strutt, the third Baron Rayleigh (1842-1919; bottom right).

The chain rule in calculus and consideration of coolant redistribution reveal the higher order terms from the impact of
the buoyant flow.

6Perror OAT
onp Inp
The term containing OAT /Ong depends upon many factors including the total tank volume just outside the reactor

(or thermal control) and the actual input temperature boundary condition. However, that term appears to be higher
order, and so the linear correction to the observed power becomes

= (CP * AT * Voonvection) + (CP * Veonvection) * 1B * ) (6)

Peorrected = Pobserved — (Cp * AT * Voonvection * 718)- @)

An improved estimate of the purported gain (or over-unity gain) then becomes, corrected to first order,

Peorrected = Pobserved — (CP * AT * Veonvection * nB) Peorrected = Fobserved * (1 = 7B) (8a)
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Figure 7. Sine qua non for good calorimetry. Good calorimetry absolutely requires an ohmic control at the same location as the heat source being
examined. This and correction for buoyancy error will markedly improve the accuracy and reliability of flow calorimetry.

Incremental Power Gaing g rected = Incremental Power Gainyy, qicated * (1 — 77B) . (8b)

6. Conclusion

Buoyancy error exists, as does the means to correct it.

)

2

3)

“)
®)

(6)

In summary, reported excess heat by flow calorimetric system may be false positive or inflated, if the infor-
mation was indeed collected with temperature probes at two different heights, in the absence of confirmatory
thermal Joule calibrations, and especially under low to moderate flow conditions where the non-dimensional
number (7)) is not trivial.

Flow calorimetry is not semiquantitative absent calibration and buoyant correction. Uncalibrated outputs from
flow calorimetry with temperature probes at two different elevations (levels, heights), or with heat transported
buoyant forces, may be inaccurate in the absence of ohmic controls and buoyant correction. This was corrobo-
rated at ICCF-22 by Dr. Jacques Ruer [18]. It is important to consider that alternative methods of calorimetry
are not sensitive to this type of error, including multiring systems [19,20].

The effect can yield the appearance of excess heat when there is none, and it can also magnify the real excess
heat far beyond what is actually obtained in the absence of buoyancy instability of water. Such would provide
the wrong impression based on the indicated numbers rather than semiquantitative calibrated information.
This is especially true at higher temperatures.

The non-dimensional number (7)) is important. For more accurate measurements, semiquantitative correction
can be made even in the presence of buoyant flow by use of the linear correction based on the indicated values
of data and the measured, or estimated, values of 7p.

The buoyancy effect can be misused, or misunderstood, in the absence of timely synchronous iso-located
ohmic/joule controls and correction for buoyancy. By failing to use ohmic/joule controls and then succumbing
to the siren of buoyant heat’s contribution to obtain an elevated, uncalibrated number is not accurate, is wrong,
is risky and should not be repeated.
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6.1. Failure to correct buoyancy error has risk

There is a substantial risk to the reputation of the entire field, if individuals within it take advantage of the error of
thermal-induced buoyancy instability of water, and if it is for the wrong reason, such as without correction, without
ohmic controls, and perhaps not even indicating by figure where the temperature measurements for the flow calorimetry
are made. Are they made at the same level?

The science and engineering of cold fusion/LANR are still under unwarranted scrutiny and attack by outside
powers that ignore discoveries, achievements, and the entire literature of the field. In that light, we must as scientists
and engineers continue our research unabated for as was said at Waterloo: “La Garde meurt, elle ne se rend pas”!
(“The Guard dies, it does not surrender”!). The loss in that battle, as might happen in this field which has worked
uphill for 30 years, resulted from failure to admit huge mistakes, sheer recklessness, and, above all, overreaching
ambition that exceeded all realistic possibilities [17].

By failing to use ohmic/joule controls and then succumbing to the siren of buoyant heat’s contribution to obtain an
elevated, uncalibrated number is wrong and should not be repeated.
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Abstract

After analyzing, in the literature, deep orbit results of relativistic quantum equations, we studied them in a semi-classical way, by
looking for a local minimum of total energy of an electron near the nucleus, while respecting the Heisenberg Uncertainty Relation
(HUR). Now, while using new information thanks to semi-classical computations, we come back to deep electrons as solutions of
the Dirac equation, to solve several important and subtle outstanding issues, such as the continuity of derivatives of wave functions,
a spectral problem about the energy levels associated with the wave functions to compute, as well as essential relativistic and
energy parameters of the solutions. We thus obtain a better completeness of the solutions. Finally, we give some approaches on the
probability of the presence of Electron Deep Orbit (EDO) states in H atom.

(© 2020 ISCMNS. All rights reserved. ISSN 2227-3123

Keywords: Deep electron levels, Dirac equation, Heisenberg Uncertainty Relation, LENR, Relativistic effects

1. Introduction

Our works on the Electron Deep Orbits (EDOs) are motivated by the need to develop and complete a theoretical model
to explain some of the outstanding questions about low-energy nuclear reaction (LENR) results. These results, such as
the quasi-absence of high-energy radiation and ejection of particles, require an understanding of the nuclear processes
involved [1,2] as well as the means of influencing them from a lattice. Moreover, a better understanding of EDOs and
their interaction with nuclear fields will hopefully lead to a practical means of populating these deep levels in a nuclear
region from which they can alter nuclear properties (e.g., transmutation and nuclear-decay processes [3]) and facilitate
electron capture into the nucleus.

Over the last three years, we have analyzed results based on the use of relativistic quantum equations, because it
was to be expected that an electron required to mediate fusion of two nuclei must maintain its high-probability of being
between them and therefore must be relativistically or otherwise confined. That is why we particularly analyzed and
extended [4] the results of [5] and validated [2] the need for relativity.

*Corresponding author. E-mail: jean-luc.paillet@club-internet.fr.

(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123
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In our more recent works, we took the question of the EDO from a different angle, by studying in a semi-classical
way, the possibility of a local minimum of total energy for an electron in the vicinity of the nucleus. For this, we
consider combinations of attractive and repulsive potentials [6], as well as the action of radiative corrections, such as
the Lamb shift, while satisfying both the Heisenberg Uncertainty relation (HUR) [7,8] and the Virial theorem. Facing
for the first time the thorny question of the HUR for electrons confined in deep orbits, we were able, not only to
evaluate the coefficient y of these highly relativistic electrons, but also to show that a strong relativistic correction to
the Coulomb potential leads to an effective potential capable of confining such energetic electrons.

In the present work, being equipped with these new insights and methods, we come back to a important and subtle
theoretical question encountered during initial EDO calculations with the Dirac equation, which showed a significant
overlap of the electron wave function with the physical nucleus: Should the energy levels, usually obtained with
the Dirac equation solved while considering a point-like nucleus, be modified and how? In fact, computation of the
energy of a deep-orbit electron from its probability-density distribution, allows us to adjust its initial energy level by
applying a fixed-point method. Moreover, we improve the semi-analytical solutions of the radial equations, to obtain
wave functions having continuous derivatives on the femto-meter scale, including the surface delimiting the inside and
outside of the nucleus. Doing this, we study how to preserve the initial coupling between the two components of Dirac
solutions for EDOs. Finally, we give some approaches on the question of populating EDO states

2. Initial EDO Results, as Solutions of Dirac Equation for Atom H
2.1. The anomalous solutions of the Dirac equation

We had analyzed specific works of Maly and Vavra on deep orbits as solutions of the Dirac equation. These orbits
were named by those authors Deep Dirac Levels (DDLs). They present the most complete solution and development
available, including an infinite family of EDO solutions [9] for hydrogen-like atoms.

The Dirac equation for an electron in the central external Coulomb field of a nucleus, can take the following form:

(ih@t +ihco -V — Bmc? — V) U (t,x)=0, (1)

where a and 3 represent the Dirac matrices, « is a 3-vector of 4 X 4 matrices built from the well-known Pauli matrices,
and V is the Coulomb potential, defined by — e? /7. During the solution process with an ansatz, the following condition
must be satisfied by a parameter occurring in the ansatz: s = 4(k? — o?)'/2. The scalar « represents the coupling
constant (not to be confused with the vector of Dirac matrices o occurring in the above Dirac equation). If taking the
positive sign for s, one has the usual regular solutions for energy levels, whereas with the negative sign, one has the
so-called anomalous solutions. The general expression obtained for the energy levels of atom H is the following:

—-1/2
a?
E=mc |1+ — 2)
(n +s)
So, while considering the anomalous solution, with negative s, the expression of E reads
o2 —-1/2
E=md|14+—" | | 3)
(n'=Vk? — a?)

where n’ is the radial quantum number while % is the specific Dirac angular quantum number, which can take any
integer value # 0. In fact, all solutions expressed by £ do not correspond to deep orbits, but only those satisfying the
relation n’ = |k| (note that k can be < 0). Indeed, we can see that if |k| = n’, the sub-expression D occurring at the
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1/2 1/2

denominator of the expression E, D = n’ — (k* — a?)1/2, becomes D = n’ — (n'? — o?)!/2, which is very small
since D ~ o?/2n’, and so E ~ mc?a/2n’. Then |BE| ~ mc?(1 — o/2n’) and |BE] is close to the rest mass energy of
the electron, 511 keV. Note, that since k cannot equal 0, then neither can n’.

Here, we summarize some features of the anomalous solutions of the Dirac equation [6]

e If |k| > n/, the solutions correspond to negative-energy states.

e If |k| = n’, these special solutions correspond to positive-energy states, and they are the only ones providing
EDOs. Moreover, we can observe, in the energy tables in [9], the following property: the binding energy in
absolute value, |BE| , increases when n’ increases. This is a behavior opposite to that of the regular states.
Note that one can also directly deduce this property from the algebraic expression of [BE| ~ mc?(1—a/2n’).

e If |k| < n/, each solution corresponds to a positive energy state, but E is very close to the energy of a regular
level corresponding to a value of the principal quantum number N taken equal to n’ — |&|.

2.2. The deep orbits, as solutions of the Dirac equation with a corrected potential for a nucleus of finite size

In a second work [5], the authors determined the wave functions of EDOs for hydrogen-like atom solutions of the
Dirac equation. But this time, they consider the nucleus not to be point-like, and thus the potential inside the nucleus
is finite at the origin 7 = 0. We have seen, in the previous works on criticisms [10,11], that this allows eliminating the
problems related to the singularity of the classical Coulomb potential in 1 /7.

To solve the Dirac equation, the authors use results from Fluegge [12]. As usual, the process includes separate
angular and radial variables and leads to a system of coupled first order differential equations on both radial functions
f(r) and g(r). In the method used by Fluegge, the equation system is transformed into a second order differential
equation, a Kummer’s equation, and the general solutions of this equation take the following form, with confluent
hyper-geometrical series requiring suitable convergence conditions:

g= %C’rs_le_r/a {1F1 (s +p, 25 + 1;2%) AV (s +p+1,25+ 1;25)} ,

T k+gq

f= 2;;07“5—18_7"/“ {1F1 (3 +p, 25+ 1;22) + Zi’;lFl (s +p+1,25+1; 25)} .

“)

Note: The parameters a and p include the energy E defined by expression (2). For example, we have p = [(mc? —

E)/(mc? + E)]'/?; likewise, p and q are defined by means of 1, so they depend on E too.
To solve the equation with a nucleus of finite size # 0, the authors carry out the following steps:

— To choose a radius R, the so-called “matching radius”, delimiting two spatial domains: an outside one, where
the potential is correctly expressed by the usual 1/ Coulomb potential, and an inside one, where the potential
cannot be expressed by the Coulomb potential. Of course, this choice may seem arbitrary, but it takes physical
meaning if one chooses a value R close to the charge radius 7. of the nucleus.

— To choose a suitable expression for the inside potential. It is again an arbitrary point, but we observed [4] this
choice has weak influence on the numerical results that interested us, especially the value of mean radius as
function of the radial number n’.

— To satisfy continuity conditions at the matching radius R for connecting the inside and outside potentials. The
potential chosen by the authors is derived from the Smith—Johnson potential, corresponding to a uniformly
distributed spherical charge, whose expression is the following:

3 1 2 Ze?
ver=-|5-3 (%) & ®

where Z = 1 for atom H, and e is the electron charge.
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— To solve the system of radial equations for the outside potential, i.e. Coulomb potential, that gives the outside
solution composed of two components: functions f, and g,. Here, the outside functions f, and g, are,
respectively, the functions f and g expressed above while choosing s < 0, i.e. s = —(k% — a?)'/2, to have
anomalous solutions and by putting |k| = n’ to discriminate the special solutions corresponding to EDOs.

2.2.1. Ansatz used for finding the inside solutions and continuity conditions

The choice of ansatz is a very important element for finding f; and g;, solutions inside the nucleus, of the system of
radial equations. Moreover, its expression is determinant to satisfy the continuity condition. A complete analysis of
this question is given in [4].

In their paper [5], the authors put the ansatz in the following form:

gi = AT’SiilGi (7’) R

fi =1iBr* ' E(r),
where Gj (r) and F;(r) are in principle power series, i.e.
Gi(r)=air+ asr? +asr® +... and E(r)=bir+ bor? + by + ...
But one may consider approximations of these series by polynomials by taking into account the following facts:

e f; and g; must be defined for r < R.
e For r < R, very small, the higher-power terms vanish as the degree increases.

The classical method used, after inserting the ansatz into the equations, allows one to determine the exponent s; and
the polynomial coefficients, in order to obtain the solutions. This requires solving a couple of interdependent recurrent
formulas for computing the coefficients of both power series G; () and Fi(r). Nevertheless, it seems the information
given in the paper is incomplete, or more precisely, the chosen ansatz is not complete and it does not contain enough
free parameters to satisfy the continuity condition for both couples of functions (f;, g;) and (f,, go) in R. In fact useful
information was included in another paper by the same authors, referenced as to be published, but never published.

To resolve this problem, we looked for a more complex ansatz including an additional free real parameter A,
necessary to connect in a suitable manner the inside and outside functions, where the series/polynomials have the
following form:

Gi(r) = a1(Mr) +as(Ar)? +azs(M)2 + ... and  F(r) = by(Ar) + ba(Ar)? +b3(Mr)® + ...

The continuity conditions {¢;(R) = go(R), fi(R) = fo(R)} lead to a system of two algebraic equations. We showed
in [4] that, for any degree n of the polynomials, the maximum power of A in this system of equation remains constant
and equals 2, and so this system provides suitable solutions.

2.2.2. Computing the orbital mean radii
Summarily, the computation process for mean orbit radius for a given value of n’ includes the following steps:

e To determine both couples (f,, go) and (i, g;) of respective outside and inside solutions. At this step, the four
functions f,, go, fi, and g; include parameters still to be determined.
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e To connect them in a suitable manner, e.g., by satisfying the continuity conditions, in order to obtain a couple
of global wave function solutions (F,G). During this step, the unknown parameters included in the initial
functions f,, go, fi, and g; are fixed. The functions, thereby completely defined, can be denoted by F,, G,,
F:, and G

e To compute the normalization constant [V by using the following formula:

RO “+o0

1/N = EIDi dr —|—/ ElDo dr,
0 RO

where EIDi represents the electron probability density corresponding to the couple of inside functions (F;,
Gi):

EIDi = 47r%(|F)? + |Gi]?).

e Finally, to compute the mean radius (r) by using the following formula:

R +o00
(ry=N / r EIDi dr + / r ElDo dr
0 R

2.2.3. Obtained results and discussion on imperfections

We give some examples of wave function solutions computed for the hydrogen atom H, while using the following
choices

e R=12F

e A nuclear potential defined by expression (4) given previously, where the proton is approximated by a uni-
formly charged solid sphere,

e The polynomials of our ansatz have degree 6.

In Fig. 1, we plot the normalized electron probability density functions (NEPD) for n’ = 1,2, and 3. The peak values
for NEPD correspond to r ~ R.

Values of mean radius (r) and total energy E for n’ = 1,2, and 3. Note that in these computations, F is deduced
from Eq. (3), which gives E ~ mc?a/2n’.

en' =1, (r)~6.6F FE ~1.86keV,
o' =2 (' ~17F E ~0.93keV,
on' =3, (r)~14F E ~0.62keV.

Now, we can make the following remark: to find out how to populate deep levels, an essential and concrete question
about utility of EDOs for LENR, we need to know more information and to correct some imperfections. These are
listed here in the form of three problems, in an order that has no significance of importance.

e Problem #1. The ansatz we had used does not allow us to have continuous derivatives at the connection radius
R. This problem is more serious than it appears at first sight. The initial Dirac equation and the resulting
system of two radial equations, after separating the variables, are 1st order equations. Nevertheless, the radial
equations are not independent (see e.g. [13]) but interdependent, as both components f and g occur in each
equation. In fact the system is equivalent to a differential equation of second order, and it is completely
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Figure 1. NEPD, for n’ = 1 (blue), n’ = 2 (red), n’ = 3 (green), with n’ = |k| . The radius p is in F.

solved by using effectively a second order equation, e.g. a Kummer’s equation [14] or a Whittaker’s [15]
equation. Under these conditions, it is mathematically necessary for the global solution function to be not
only continuous, but also to have a continuous derivative everywhere in the domain of real numbers. In [16],
we have obtained this result for the large component, but it is an approximation, and it should be extended to
both components to have better information on the wave functions.

e Problem #2. Expression (4), used to compute the wave function (in fact the part outside the nucleus), depends
on an energy parameter £ occurring in its parameters a, i, p, and g. But the value of the energy E is the
energy of solution for a point-like nucleus case. This is not really suitable in the case of the solution for a
nucleus of finite size with a corrected potential.

e Problem #3. It is difficult to correctly evaluate the relativistic coefficient v and the energy parameters, such
as the kinetic energy, required for a better understanding of EDOs and possible interaction of deep-orbit
electrons with nuclear fields.

Finally, it should be noted that there was a rather serious problem, in our early work on EDO solutions of the
Dirac equation, about the HUR, apparently unsolved also in similar works existing in the literature: how can electrons
confined in EDOs, very close to the nucleus, respect the HUR? This issue has been solved in an unexpected way,
through the use of relativity, and a change in strategy towards HUR. Therefore, it is not indicated in the previous list
and the solution, explained in detail in recent works [7], is briefly recalled in Section 3.

3. Semi-classical Computations/Simulations

To better know the energy parameters of EDOs and their possible existence, we made semi-classical studies [6—8] with
many computations, by applying the following principles:

e We consider a radial potential energy PE built as a sum of inverse power terms, including the Coulomb
potential, magnetic interactions, and possibly radiative corrections.

e We look for a local minimum of energy (LME) for an electron near the nucleus, while we consider its total
energy TE including the potential energy PE. TE is specified below.

e But, most important for stable orbits, the HUR must be respected.
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3.1. Special relativity and the HUR
3.1.1. Respecting the HUR

We decided to take HUR as a starting point, while considering an electron confined near the nucleus. We previously
showed [2] that Special Relativity is necessary to have deep orbit solutions of quantum equations. Nevertheless, while
starting from HUR [6,7], we find that the relativistic coefficient v expected for EDOs had been greatly underestimated
In fact, electrons confined in deep orbits (EDO), with mean radius of order a few F, are highly relativistic ( v can be
> 200). Here we summarily give some elements and results, specified in detail in the quoted references.

For an electron confined in a sphere of radius r, from momentum |pl ~ 7 / r (to respect the HUR), and from its
relativistic expression p = ymyv, we can deduce the following results:

v = (1 _ 1}2/82)_(1/2) ~ [1 + (AC)Q/""Q] 1/2 (6)

where ). denotes the “reduced” Compton wavelength, i.e. A, = //mc. For electrons, one has A, ~ 386 F. For EDOs,
as it seems that 7 < A, -y can be simplified into v ~ A./r. We gave examples [8] showing expression (6) gives
realistic and rather precise values.

3.1.2. Relativistic correction of the Coulomb potential energy and confinement of electron in deep orbit

Because of the high level of the relativistic coefficient «, it is interesting to consider the effects of the relativistic
correction to the static Coulomb potential, as indicated in [17,18], under the resulting form of an effective dynamical
potential noted V¢, and already considered in [2,16]. The general form (3) of Vg comes from the development of
relativistic quantum equations (Dirac, Klein—-Gordon) with the expression of the relativistic energy of a particle in a
central field for a Coulomb potential energy V':

Vg = V(E/mc?) — V?/2mc>. @)

On the other hand, by replacing E by an approximate value ymc? in (7), we obtain the following form (8) including
the coefficient ~:

Ve =V — V?/2mc?. 8)
While putting the full expression (6) of v into (8), we obtain Vg as a function of r, where « is the coupling constant:
Ve = —(ach/r)([1 + (Ae)?/r%1 M2 + ) /2r). 9)
Finally, if r is of order a few F, one can obtain the following approximate form:
Vet ~ V. (10
So, we have the two following results:

(1) Vg is always attractive
(2) |Vegt| > |V, i.e. Vg is always a strengthening over the static Coulomb potential energy.

Moreover, and most importantly for the EDO’s, we showed in previous works [7,8] that Vg can easily confine an
electron near the electron. Indeed, for r very small, the kinetic energy KE = (v — 1)mc? has behavior in 1/r, whereas
Vigt has behavior in 1/72. More precisely ([8], Fig. 1) we showed that for » < 2.8 F, one has |V.g| > KE.

In fact, Relativity involvement, as defined by the HUR constraint on KE, is the solution for EDO confinement.
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3.2. Semi-classical computations of EDOs

In order to find EDOs, we look for a Local Minimum of Energy (LME) of electron in a central potential PE, obtained
by a balanced combination of electro-magnetic (EM) potentials near the nucleus. The total energy is equal to TE
= FEn+ PE, where Ey; is defined by the following expression:

h2c?

By =/ —5— +m2c! (11)
r

It is obtained from the relativistic expression of energy of a free electron, (p 2c? + m2c*)!/2, by putting | pl ~ /1
for respecting the HUR. Note that KE = Ey — mc?.

In previous work [7], we built a combination of EM potential energies, inspired by a study [6] of the Vigier—Barut
model [19-24] and related works, then we took radiative corrections into account, i.e. essentially the Lamb shift (LS)
[25-29], including two phenomena: electron Self-Energy (SE) and Vacuum Polarization (VP). In fact, the LS supplies
a specific extra energy, corresponding to a decrease of the binding energy. So it has a global repulsive effect on the
bound electron.

We made numerous computations of LME with variants on the combinations of EM potentials. Here, we give
only a variant of example from [8], where the LS is expressed as a repulsive quasi-potential energy by means of
extrapolations from known data tables on QED effects on orbital parameters. In fact, we put Vi,s = 0.623 x 10719 /3
in J/F3. In Fig. 2, we plot an example curve of the binding energy BE=KE + PE = TE - mc 2, where the LME
corresponds to p ~ 1.4 F.

In this example, the main parameters of the electron at the LME (at p ~ 1.4 F) have the following values:

e v~ 275,
e BE ~ —509 keV,
e PE ~ —140.5 MeV,

V, keV
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Figure 2. Plot of electron BE, for 1.3F < p < 1.55 F.



286 J.-L. Paillet and A. Meulenberg / Journal of Condensed Matter Nuclear Science 33 (2020) 278-295

o KE ~ 140 MeV.

3.3. Key information from semi-classical calculations

Semi-classical studies provided a lot of useful information for correcting the imperfections of the initial Dirac EDO’s
for finite nucleus case. Not only we can evaluate the relativistic coefficient ~, but also all the energy parameters.
Moreover we found that the relativistic Virial theorem [30] was respected by ultra-relativist EDOs, in a very simple
form and for various combinations of potentials. So, we can see that

o Electrons confined near the nucleus are ultra-relativistic.
e The relativistic Virial theorem is respected at the LME, in the following form: KE/| PEl ~ ~/(v + 1).

This allows us to deduce all the main parameters of the Dirac EDOs, computed at the mean radius of the probability
density distribution, and to check their coherence: With a corresponding LME radius — mean radius (r) of Dirac
EDO solutions with finite nucleus, we can evaluate -y, TE, KE, and BE at (r). For example, one can show TE ~
mec [y ~ mec?(r) A,

So, we can correctly adjust the energy levels of Dirac EDO’s solution (see Problem #2), and know all the energy
parameters (see Problem #3).

4. How to Apply the New Information Provided by Semi-Classical Computations, to Dirac EDOs?
4.1. A brief reminder of what the solution of a quantum equation for wave function consists of

Such a quantum equation generally has the following form: H = E. Summarily, we have two concomitant mathe-
matical issues.

(1) H is a “Hamiltonian”, representing the total energy of the considered system. It is generally a Hermitian op-
erator including differential operators. For example, the momentum p is expressed by the expression —iﬁa%,
including a vector of partial derivatives on spatial coordinates, 6%.

Note a Hamiltonian can be multidimensional (e.g. in the Dirac equation). So, we have to solve a differential
equation.

(2) We look for v, an unknown wave function, and for E, unknown eigenvalues, which are energy values associ-
ated with eigenvectors ) corresponding to wave function solutions. These can be characterized by integers,
quantum numbers, if the set of eigenvalues is a discrete set, composing energy levels.

So, we have fo solve a spectra problem [31] for H atom: to find eigenvalues associated with solutions of the differential
equation.

4.2. Solving the Dirac equation for hydrogen atom with finite nucleus
4.2.1. Solving the system of radial differential equations

After separation of the angular and radial variables, one ends up with a system of two radial equations.

As we consider a H atom with non-point-like nucleus of radius ~ R, we have to solve radial differential equations,
where the radius belongs to two separate domains of the real numbers, associated with the inside and the outside of the
nucleus respectively. And the central potentials are very different in these domains.

(i) Outside the nucleus, the static potential energy corresponds to the classical Coulomb potential, and is expressed
by means of the formula Vo = —e?/r, where e is the charge of the electron (expressed in suitable units).
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(i1) Inside the nucleus, the potential energy V1 is expressed by the chosen formula (4), with Z = 1, equivalent to
Vi =—(e?/2R)(3 — r?/R?).

So the whole potential energy is described by a piecewise expression:
Pot(r)=V; if0<r <R and =Vyifr > R.
As a consequence, the differential equation Eq( r), using Pot( r), will have a piecewise form:
Eq(r,Pot(r)) = Eq; (V1) if 0 <r < Rand =Eqy(Vo) if » > R.

The software used for differential equations, Maple, can solve any differential equation on a limited domain. For the
system of Dirac radial equations, we can observe the following:

(1) First, the formal solutions are very different in the two domains. As complex expressions including very
different special functions (defined by series), they are very difficult to unify.

(2) A solution on the limited domain considered (here the domain outside the nucleus) is formally the same as on
the whole domain of real numbers.

Note we apply this reasoning only on the limited domain outside the nucleus: for the very small domain inside the
nucleus, it is sufficient to solve the differential equations approximated by polynomials.

From the point #2, we deduce the general solution for point-like nucleus case, i.e. the solution on the whole
domain of real numbers, can be used for the domain associated with the nucleus outside. So, for this domain, we can
use, in principle, the solution indicated in Section 2.2, i.e. expression (4) of the pairs of functions ( f, g). Nevertheless,
as noted in Problem #2, Section 2.2.3, expression (4) used to compute the wave functions solutions of the radial
equations, depends on an energy parameter E occurring in the expressions of several parameters, a, u, p, q. But the
only value of E that we know is the one given by formula (3), corresponding to the energy levels of Dirac solutions
for point-like nucleus case. Of course this is not really suitable in the case of solution for a nucleus of finite size with
a corrected potential. When applying the general solution to limited domain r» > R, for solutions outside the nucleus,
the eigenvalue E’ associated with the wave functions ( fo, go) must be different from the energy E of general solutions
for point-like nucleus. So, we have to solve a spectral problem.

To address this issue, we use a kind of perturbative method, in the form of iterative computation until we reach a
fixed point. It is explained in Section 4.2.3.

4.2.2. Connecting inside and outside solutions (Problem #1)

Before the fixed-point process, we consider the question of connecting the couples of inside and outside solutions at
the nucleus surface, with continuity of the total functions and their derivatives.

More precisely, the couples of inside ( f1, 1) and outside ( fo, go) solutions have to be connected at the surface
of the nucleus, under the following conditions (Problem #1, Section 2.2.3):

(1) We must satisfy the continuity at r = R, i.e. fi(R) = fo(R) and ¢g1(R) = go(R).
(2) We must satisfy the continuity of respective derivatives

filr = folr and  gilr = g5|r-

Here we indicate, in a rather brief and simplified way, the successive steps that allow us to satisfy these conditions.
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The functions fo and go determined by expression (4), include the same multiplicative constant C', because of the
coupling of the radial equations: i.e. we have fo = C Expf, go = C Expg, where Expf and Expg are the expressions
deduced from the computation of (4) and represent two functions of the radius r.

I As a first step, we decouple these two functions, while writing fo = CI Expf and go = C2 Expg.
II (a) While using an ansatz as in Section 2.2.1, we compute a polynomial P as an approximation of f1. So fi
is expressed in powers of the radius r and includes the free parameter ).
We compute also the derivative f{ in 7 of fi; f{ also includes the free parameter Ay.
(b) Then, we compute the derivative fos in r of the function fo. Of course, the function f{; includes the
multiplicative parameter C1.
(c) Finally, we calculate fi(R), fo(R), f{(R) and f{,(R), where R is the “junction” radius between the inside
and outside of the nucleus. Then we solve the system of equations { fi(R) = fo(R), f{(R) = f5(R)}.
The solution of this equation gives a result in the form {C'1 = a, Ay = b}, where a and b are two real
numbers, and we replace C/ and )¢ by their values in the expressions for fi, fo f{, and f{,.

IIT A similar process is applied to the second component, represented by the couple of functions ( g1, go), which
leads, after solving a system of equation at the junction radius R, to a result having the form {C2 = ¢, A\, = d},
with two real numbers c and d.

IV In order to restore the initial coupling of components f and g, we put F1 = cfi, Fo = c¢fo and similarly for
their derivatives (just for checking the condition (ii) above).

For the g components, we multiply by a, i.e. G1 = ag;, Go = a go, - - -
Finally, we denote, by F' = fiU fo, the total function obtained by connecting f; with fo at 7 = R, and similarly
G =gUgo.

4.2.3. Fixed point method for solving the spectral problem (Problem #2)

We indicate in very simplified form, the iterative process used. Starting point: for a given value of radial quantum
number n’, expression (3) of energy for solution in the point-like nucleus case, gives a value noted Ey.

e Step 0: we take Ej to determine the total wave function ¥y = (F, ), as explained in the prior sub-section,
and we compute the electron probability density. Then we deduce the average orbital radius ry and we can
directly calculate the total energy F; of electron at 7, as explained in Section 4.3. Next we will go to Step 1,
where a new value r 1 of orbital radius is computed.

e Step 1: Normally we have Fy # Fy. Then, as in Step 0, £ determines a new wave function ¥; and we
compute the mean orbital radius ; from the new electron probability density distribution. From this, we
calculate the new energy F at the radius r;

- If E5 ~ FE5 (up to three digits), we consider that we reached a fixed point.
- If E5 # E4, we go to a Step 2 similar to Step 1.

In fact, many computations, for different values of the radial number n’ and even by varying the “initial“ value of
energy ), lead to the following observations:

e The mean radius corresponding to wave function ¥ varies very slowly as a function of the energy F injected
in expression (4) to calculate W.

e At Step 1, ry is already close to r.

e We can stop the process at Step 1 to check that the fixed point is practically reached and, if so, take ¥, as a
wave function solution of the problem and E; as total energy of this solution.
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4.2.4. EDO solutions of Dirac equation for H atom with finite nucleus

In Fig. 3, we plot the curves of normalized probability density corresponding to n’ = 1 and n’ = 2, while considering
a junction radius R = 1 F, and for 0.4 F < p < 3 F, where p denotes the radius in F.

We give the mean radius (p), and the values of the relativistic coefficient v and the kinetic energy KE, which were
not obtained with the initial results indicated in Section 2. Moreover, we compare the values for the total energy,
denoted by TE, and the binding energy BE obtained with our new method, with those obtained in the initial solutions,
corresponding to the point-like nucleus case (PLN), written in italic.

en' =1, (p)~45F v~ 84,

KE ~ 42.5 Mev, TE ~ 6 kev (1.8 kev, PLN), BE ~ —505 kev ( ~ -509 kev, PLN).
o n/ =2 (p) ~ 1.13F, v ~ 405,

KE ~ 206 Mev, TE ~ 1.5 kev (I kev, PLN), BE ~ —509.5 kev ( ~ —510 kev, PLN).

Moreover, one can verify the mean radius (p) and the total energy TE satisfy the following relationship: (p) ~
ATE/ mc?, where . is the reduced Compton wavelength ( ~ 386 F) and m is the electron mass.

5. Can EDO States be Populated?
5.1. Heisenberg barrier

Here is a first attempt to evaluate a possible population of EDO states by tunneling from the atomic-electron ground
state, in the form of superposition of quantum states. To simplify the situation, we consider only two antagonistic
interactions, one due to the attractive relativistic effective potential energy Vg, and the other to the HUR, increasing
the kinetic energy to prevent the containment of electron: we call it Heisenberg barrier ([8], p. 478).

These are not static fields, but dynamic effects associated with a possible increasing confinement of the electron.

e On one hand, we consider the kinetic energy KE = (v — 1)mc?.
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Figure 3. Plot of the normalized probability density, for n’ = 1 (red) and n’ = 2 (blue).
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Figure 4. Loglogplot of KE and |Veg| for 1 F< p < 100 pm.

e On the other hand, the relativistic effective potential energy Vi = vV — V2/2mc?,
where the relativistic coefficient -y for an electron confined at a radius < pis given by v ~ [1+()./r)?]'/2.

In Fig. 4, we plot KE and |V,g|, for 1 F < p < 100 pm, to clearly show the existence of three zones:
for 1 F < p < 100 pm.

(1) For 26.5 pm < p, the atomic zone, where KE < | Vg |.
(2) For 2.8 F< p <26.5 pm, a zone where KE > | Vg .
(3) For 1 F < p < 2.8F, an EDO zone, where KE < |Veg|.

Remark. In fact, the presence of EDO electrons is not limited to the zone #3, since we found an EDO wave function
having a probability density with mean radius at 4.5 F, because of the very large tail extending far beyond the range
displayed in Fig. 3. But here, we only considered the strongly attractive potential Vg, in a simplified semi-classical
analysis.

We make the assumption that an increasing containment of electron wave packet is possible.

The start of this increasing containment is possible, because in the atomic zone #1, we have KE < |Veg|, which
can push a (tiny) fraction of the electron wave packet, whose maximum probability of presence is at the Bohr radius,
i.e. at 53 pm ~ 2 x 26.5 pm, to move towards the nucleus until 26.5 pm.

But, arrived at 26.5 pm and for reaching the zone #3, the wave packet should have to go through the zone #2, where
the repulsive effect of kinetic agitation required to satisfy the HUR is greater than the attractive effect of the potential
Ve

We say the zone #2 forms a Heisenberg barrier between the zone #1 and the zone #3. Of course, this Heisenberg
barrier is a virtual dynamic barrier, unlike the usual potential barriers. In addition, there is a reversal of roles between
potential energy and kinetic energy: in the usual cases, the kinetic energy KE pushes an electron to cross a barrier,
while the potential energy Pr is repulsive and prevents the electron from crossing the potential barrier, and if Pr >
KE, a pure classical mechanical reasoning prohibits the crossing. Then only a quantum process of tunneling allows a
fraction of the amplitude of the wave associated with the electron to cross the barrier.
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Here, it is the attractive dynamic potential of Vg that tends to push the electron to cross the barrier for having
an increasing containment, whereas the increasing kinetic energy KE due to the containment, a reactive agitation
implied by the HUR, tends to push the electron back. And in pure classical mechanical reasoning, if |Vog| < KE, the
containment of the electron should not increase. But we consider an extension of the quantum tunneling process to this
specific situation, allowing a fraction of the amplitude of the electron wave to cross the Heisenberg barrier to reach
zone #3.

If considering A E = KE — |V.g|, we can find a maximum of AE, equal to ~ 17 MeV, at p ~ 5.6 F. This is the
point at which the barrier to orbital stability is greatest. We plot the curve of AFE in Fig. 5 for 2.8 F < p < 27 pm.

5.2. Tunneling through the Heisenberg barrier

To compute a possible tunneling, we use the WKB (Wenzel-Kramers—Brillouin) approximation [32,33] in one dimen-
sion, similar to the calculation of the Gamow astrophysical factor [34].

We put K (p) = (2mAE)'/2, where AE = KE — |Veg|. Note that K (p) has physical dimension of momentum.
We plot the curve of K(p) x 102!, for 2.8 F < p < 27 pm in Fig. 6 (the multiplicative factor 10?! is only used to
simplify the writing of values on the vertical axis). We can remark the similarity of the shape of curves in Figs. 5 and
6.

Then, we compute (Q = ffi)l K(p)dp, where p0 ~ 2.8 F, pl ~ 27 pm, and we put wezp = Q/h = 5.65 which is
a dimensionless number. Note that the integral Q of K (p) corresponds to the blue area (divided by 102!) below the
curve of K(p).

The weakening factor of the electron wave amplitude is given by w ~ e~"*P ~ (0.003. So, the electron presence
probability is P = w? ~ 9 x 1075, We interpret this result by saying that the general wave function of an 1S electron
orbital could be a linear combination of EDO state and atomic ground state, with amplitude coefficient Agpo ~ 0.003

[E~]
i

0.01 0.050.1 0s 1 5 10
p p inpm

Figure 5. Semilogplot of AE, the energy of the Heisenberg barrier, for 2.8 F < p < 27 pm.



292

J.-L. Paillet and A. Meulenberg / Journal of Condensed Matter Nuclear Science 33 (2020) 278-295

=]

0.01 0.1 0.5 1 5 10

o

Figure 6. Semilogplot of K'(p) x 102! for 2.8 F < p < 27 pm.

Remark. In [35], the authors also consider that a general solution of the Dirac equation for an electron (or a muon)
bound in an atom is a linear combination of the regular (usual) solution and an extra solution, usually neglected;
Indeed, this latter solution is eliminated when considering a point-like nucleus; but, it becomes acceptable when taking
into account the size of the nucleus, which eliminates the singularity at the origin. Nevertheless, in their numerical
results on many atoms, they do not provide the coefficients of linear combinations but the energy shifts due to the size
of the nucleus, which is the purpose of their work.

6.

Conclusion and Prospect

(1) Semi-classical simulations carried out in our previous works allow us to solve questions about EDOs as solu-
tions of the Dirac equation with finite nucleus. Indeed, while making semi-classical analysis and computation,
we showed the following results:

(a) For an electron confined near the nucleus, the HUR requires a strong containment energy but allows us
to determine a value for the relativistic .

(b) We know that the EDO solutions are highly relativistic, which is an important result for LENR, and as a
consequence, the magnitude order of KE can be in the 100 MeV range

(c) The effective potential, Vg, a relativistic correction of the Coulomb potential deduced from relativis-tic
quantum equations (Dirac or Klein—-Gordon equations), can confine deep-orbit electrons within the
nuclear region.

(d) For adeep electron having an LME and respecting the HUR, we can compute the relativistic coefficient
7, the total energy TE, the kinetic energy KE and the binding energy BE, at the radius 7 of the LME.

While going back to EDO solutions of Dirac equation for atomic H, by considering a finite nucleus:
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(i) We can recalculate the radial wave functions of Dirac EDO solutions and determine the correct energy

level E associated with the radial quantum number n’, and moreover we can compute the coefficient
-, and BE for electron at the mean radius (r) of the probability density distribution. So, we solve
Problems #2 and #3 (Section 2.2.3, Obtained results and discussion on imperfections)

(i) Moreover, we obtain wave functions with smooth continuous shapes and having continuous derivatives

(a)

(b)

everywhere i.e., we solve Problem #1.

Nevertheless, the Dirac equation seems to provide an EDO solution for each value n’ of the radial
quantum number, whereas semi-classical computations that do not include resonances between electron-
orbital and emitted-photon frequencies as described in [36], give only a single EDO solution.

On the one hand, this behavior difference between the quantum equation and semi-classical results also
happens for regular solutions: semi-classical computation of electron LME in H atom, carried out while
considering only the total energy, provides only the ground (Bohr) state, while a quantum equation, e.g.
the Schrodinger equation provides all the excited states, corresponding to increasing values of the main
quantum number 7 (involving the angular quantum number [, as n = n’ + [+ 1).

On the other hand, unlike the regular solutions while considering Dirac EDO wave functions, the mean
(r) radius of the probability radial density distribution decreases when the radial number n’ increases.
As a consequence, and since (r) decreases on a bounded interval, the sequence (r) (n') of the values of
(r) as function of n’, has an accumulation point when n’ tends towards infinity. In other words, it means
that for high values of n’, the wave function solutions are practically and physically indistinguishable.
The meaning of this situation would require further physical interpretation. Can we say that because
of quantum fluctuations, from a certain integer N to be defined, all the solutions for n’ > N are
confounded, and that finally there is only a finite number N of solutions?

Another question about the Dirac solutions arises, when comparing the characteristic energy parameters
of these solutions and those of the semi-classical computations: it seems that semi-classical solution,
with LME at radius » ~ 1.4 F, is closer to the Dirac solutions for n’ = 2, where (r) ~ 1.13 F than
the one for n’ = 1, where (r) ~ 4.5 F. Of course, we know the Dirac results are dependent on a
somewhat arbitrary choice of the junction radius R between inside and outside the nucleus. But even
with reasonable decrease of R, we still have a significant gap between the semi-classical solution and
the Dirac solution for n’ = 1: for example, by putting R = 0.84 F, i.e. <0.87 F, which is at the present
time the official value of charge radius of the proton, we obtain a mean radius (r) ~ 3.95 F for n’ = 1.
And on another hand, despite many semi-classical calculations with various combinations of potentials,
we never found an LME at a radius » > 2 F. The question therefore arises as to what the solution for
n' = 1 physically represents, if it is not the basic EDO state?

(3) In Section 5, we only began to address the issue of EDO population, by using the WKB approximation for

tunneling from atomic state to EDO state. On one hand, the WKB method has been applied in dimension one,
when it would make more sense to do it in dim 3. For the time being, various attempts in this direction have
not led to realistic results, and the question remains to be addressed.

On another hand, a possible lead would be to look for physical parameters in condensed matter, likely to

increase the tunneling toward EDO states. Finally, it should be noted that the analysis carried out in Section
5.1 allows us to give an answer to a legitimate question posed by the referee: why all hydrogen atoms in the
Universe (and this is about 74% of all atoms in the Universe) do not spontaneously transfer from standard
states to these super-deep levels?

Indeed, we can reasonably expect that the existence of the Heisenberg barrier prevents the electron from

spontaneously transferring from standard states to super-deep levels. This also answers the naive question
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encountered in forums: why the electron does not fall into the nucleus?

(4) Finally, LENR features such as energy transfer with neither gamma radiation nor energetic particles, requires
enhanced internal conversion. So, we study possible connections between highly energetic deep electrons and
nuclei, hadrons and quarks.
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Abstract

The physical mechanism of the generation, features of propagation and the possible use of undamped temperature waves are con-
sidered. The process of generation of these waves is related to the possibility of reversibility of local relaxation thermodynamic
processes of heat transfer. In the course of experiments, it was shown that such waves can exist only at certain frequencies, de-
pending on the relaxation time. The possibility of energy transfer using these waves over a long distance has been investigated. It
is shown that using of these waves X-ray generation is possible, and effective stimulation of nuclear fusion in a TiD target located
behind a thick metal screen which is remote from the wave source. In this work is also considered a possible physical mechanism
for the realization of LENR reactions connected with the formation of coherent correlated states of interacting particles under the
action of these temperature waves.
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1. Introduction

The problem of the realization and use of LENR, which began with simple electrolytic experiments of Fleishman
and Pons, is currently being implemented in different material media and based on fundamentally different physical
phenomena. One of the interesting and promising methods is the possibility of stimulation of such nuclear processes in
remote objects. Previously, such problems were investigated and partially resolved only through the use of ultrashort
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and superpower laser pulses, on the basis of which attempts were made to realize inertial hot nuclear fusion. Years of
research have shown that this is an incredibly expensive and very inefficient system.

In contrast to this practically dead-end system, we have proposed a fundamentally new concept for implementing
remote LENR using previously unknown undamped temperature waves. Detailed analysis has shown that the base
(“standard”) equations of thermodynamics are incorrect in the analysis of very fast thermal processes [1-3], due to
the fact that these equations do not take into account local the thermal relaxation time in the material propagation
medium. Taking into account this very important circumstance has led to the possibility of the existence of undamped
heat waves, which can exist only at certain high frequencies [1-3]. After conducting a series of basic studies [4—8] we
created and successfully demonstrated a remote LENR system that works on the basis of these waves and this concept

[9].

2. Paradox and Realization of Undamped Temperature (Thermal) Waves

Let us look at the typical logic of constructing the thermal diffusivity equation. The standard method for obtaining
the thermal diffusivity equation is based on the use of two heat conduction equations. In these “standard” equations,
the process of heat transfer is considered as a transition between infinitely small cells, each of which is always in
equilibrium state. One of the basic equations for heat transfer is the well known Fourier law, which determines the
temperature dependence of the heat flux ¢(7, ¢) and has the following form

q(r,t) = =X - grad(T(7’ 1)) (D

in any material medium with a constant heat-conduction coefficient \.
Another basic relationship is the continuity equation

oT(7,t)
ot
which causally relates a spatial change in the energy flux to a temperature change in a medium with volume (mass)

density p and the heat capacity c,. From these two equations follows the equation of thermal diffusion in a material
medium without heat sources

= divq(7,1), 2

PCy

pcv% = Mdiv {grad[T'(7, )]} 3)

The general and well known solution of this equation corresponds to two counter-propagating plane waves

T — Ae—ﬁme{i(wt—nz)} +Benme{i(wt+nm)}. %)

Here K = /w/2G is the spatial attenuation coefficient of these waves, G = \/pc, is the coefficient of thermal-
diffusivity.

A very important feature of this solution is the equality of the attenuation coefficient x and the wave number. It
means that the temperature wave attenuates over a spatial interval equal to several wavelengths.

It was shown in our works (e.g. [1-3]) that the “standard” heat conduction equations (1)—(3) of classical thermo-
dynamics are incorrect at the analysis of very fast thermal processes. This is due to the fact that these equations do not
take into account the final (non-zero) local thermal relaxation time 7 in the material propagation medium.
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Let us consider in more detail the two initial equations. The first of them is quite logical and determines the energy
flow based on the spatial distribution of the temperature of the medium. In this ratio, a non-uniform temperature
distribution produces an instantaneous value of the heat flux. In contrast, the second equation (continuity equation)
contains an internal contradiction, since it follows that the temperature change is determined by the magnitude of the
heat flux at the same time ¢. In the general case, this is an incorrect assumption, since the very concept of “temperature”
corresponds to a locally equilibrium state of the system, the implementation of which requires a certain time — the time
of thermal relaxation.

Obviously, if we consider processes with a slow change in temperature, then the relaxation process is insignificant.
But if the temperature changes rapidly, then such an assumption (ignoring the final relaxation time) can lead to very
significant errors.

The thermal relaxation time depends completely on the type of material medium and the nature of the interaction of
particles in it. The shortest relaxation time corresponds to metals in which it does not exceed 7 ~ 10— 100 fs. In water,
it is determined by the quantity 7 & 1 — 10 ps, and in gas it can be calculated by the simple formula 7 ~ 10/n{c(v)v),
in which o(v) is a scattering cross section of the molecules, n is the concentration of molecules, v is the speed of
molecules. In air under normal conditions (atmospheric pressure and room temperature), the relaxation time is equal
to 7 ~ 10 ns and may change with changes in humidity and impurities of other gases.

The simplest (but rather effective) way of this relaxation accounting is to modify the continuity equation with the
time shift and taking into account which part of this equation is the result of thermal action: a change in temperature
T(7,t 4+ 7) over time

pCy or(rt+7) = —div (7, t), (5a)
ot

or a change in the flow of thermal energy ¢(7,¢ + 7) in space
IT(7,t)

ot -
In the process of propagation of a heat wave, these processes are always connected and for this reason it is necessary
to take into account both variants of this equation.

As aresult, a joint analysis of Egs. (1) and (5) leads to a modified equation of thermal conductivity

div q(7,t + 1) = —pc, (5b)

OT(F,t £ 1)
ot
which takes into account the time delay (for thermal relaxation) between the local thermal energy flux and the change
in the local temperature.
If we use the general form of the wave solution of this equation

= GV2T(7,t), (6)

T(7,t) = Ae!WiHdm) | Bei(wt=9m)
then in 1D case we arrive at the system of dispersion equations for the real and imaginary parts of wave number

g=¢ +ig" =k+1

9> = —i(w/G) e, @)

()2~ (¢")? = £(w/G)sin wr, ¢'g" = —(w/2G) coswr.
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From these equations follow expressions for the actual wave number & and coefficient of attenuation ¢ of the tempera-
ture wave

k = k| cos(wt/2) £ sin(wT/2)|, (8a)

§ = k| cos(wT/2) Fsin(wr/2)], Kk =+\w/2G. (8b)

The final solution of the modified equation of thermal conductivity (6) corresponds to two oncoming plane waves and
takes the form

T(w,x,t) — Awe—zsrei(wt—k’m) + B, e5a¢ei(wt+km)
= A, exp (— ’cos%:tsm—‘ )exp{ ( t—ﬁ‘cos—$sm—‘ )}

—&-Bwexp( ‘cos%ism—‘ )exp{ (wt—l—m‘cos%q:mn? )} )

In the case of instant thermal relaxation (at 7 = 0), the resulting Eq. (9) corresponds to the “standard” solution (4) of
the classical equation of thermal diffusivity (3) with a very strong spatial attenuation of the temperature waves.

From expressions (8) and (9) it follows that the coefficient of attenuation and actual wave number of the tem-
perature wave in the considered arbitrary material medium depend on the frequency of this wave and thermody-
namic relaxation time. The most important conclusion from these results is the following — when the condition
wp = (n+1/2)n/7,n = 0,1,2,... is satisfied, the attenuation coefficient § becomes equal to zero, which cor-
responds to non-dissipative propagation of the temperature wave. For air, the minimum frequency of such wave wy
depends on pressure, humidity and average equilibrium temperature and lies in the interval wy ~ 75 — 85 MHz. This
fundamental result was first predicted in the works [1-3], and was experimentally observed in [4-7].

The physical mechanism for this unique regime of dissipation-free propagation of a temperature (thermal) wave
is the mutual co-phasing and reversibility of two alternative processes - variation of energy flow ¢(7,t) (1) due to the
variation of temperature 7'(7,¢) and non-stationary change of temperature (5) due to the influx (outflow) of energy
flow ¢(7, t) into a given microvolume.

The generation of such waves can be associated with different processes. The first of them occurs when using
a modulated heating source (for example, a laser beam with a modulation frequency equal to one of the frequencies
wpn, = (2n 4+ 1/2)7 /7 of possible undamped waves). Another, simpler method involves the use of pulsed heat sources,
if the duration At of each of these pulses should be quite short and At < 7 = (2n+1/2)7/w,. In this case, undamped
temperature waves will be present in the Fourier spectrum of the thermal pulse.

In our studies, we used short acoustic pulses as sources of pulsed heating. These pulses were generated in the
volume of the cavitation chamber by the cavitation of water jet. The pulses generated during cavitation formed very
short shock waves in the volume of the outlet wall of the cavitation chamber, which generated very short thermal pulses
at the outer boundary of this wall. The action of these pulses leads to at least two important processes.

The first one is associated with the ionization and excitation of atoms on the outer surface, which leads to gener-
ation of X-ray radiation in the space near this surface [5]. The other process is associated with the generation of the
undamped temperature waves discussed above that propagate in air.

Earlier we investigated the process of the excitation of undamped temperature waves and their detection at a long
distance without an additional screen [5—8]. The fragment of the spectrum of these waves generated by cavitation of
water jet and registered at L = 20 cm from the area of its excitation (the outer wall of the cavitation chamber) is
presented in Fig. 1.
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Figure 1. The low-frequency part of the spectrum of temperature waves recorded at a distance of 20 cm from the outer surface of cavitation
chamber wall.

The maximum frequency of these waves at such a distance corresponded to about 2000 MHz. The specific values
of these frequencies corresponded very well with the formula w,, = (2n + 1/2)7/7.

3. Effective Behind Screen X-ray Generation and Nuclear Fusion in Remote Targets

The current paper presents the results of experiments with undamped temperature waves in the presence of an addi-
tional thick screen located between the region of wave formation and a distant TiD target. These experiments were
carried out with the active participation of Hagelstein. The experimental setup is shown in Fig. 2.

It should be noted that the presence of an additional thick screen significantly affects the propagation of these
waves. The process of reflection of these waves from any boundary (e.g., air—-metal) was theoretically considered in
[7,8]. It was shown that the transmission coefficient depends on thermophysical parameters of both media, as well as
on the quality of the input surface (small for a polished surface and large for inhomogeneous (unpolished) surface).
The reflection coefficient of the temperature wave from the sharp air—metal boundary is determined by the formula

Rw —1_ )\air /2Gmetal —1_
)\melal Gair

In contrast, in the case of a boundary with smoothly changing thermodynamic parameters, an enlightenment effect
and an increase in the transmission coefficient 1 — R,, takes place. For an unpolished surface, the reflection coefficient
decreases due to the presence of a pass-through (enlightening) layer, the thickness of which should be comparable with
the length of this heat wave in air (1-2 pm). This effect is similar to quasiclassical enlightenment of the boundary in
quantum mechanics. It is obvious that an increase in the coefficient of transmission of the initial temperature wave into
the volume of the remote screen leads to the formation of a more intense acoustic wave in this screen and, as a result,
to a higher amplitude of both the secondary temperature wave and the X-ray radiation in the area behind the screen.

At the beginning of the experiments, we investigated the features of X-ray generation in this area. Figure 3 shows
two possible orientations of the remote steel screen relative to the cavitation chamber, as well as X-ray images and the
type of the recorded signal (temperature wave with frequency about 83 MHz) at these orientations.

The wave was recorded by a piezoelectric acoustic detector. The process of such registration is due to the fact
that when a wave hits the surface of a piezocrystal, it periodically heats and cools, which causes elastic vibrations in

2(APCV)air ~1

= 1
()\pCV)metal ( 0)
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Figure 2. Scheme of experiments on the measurement of undamped temperature waves, the study of X-ray radiation, as well as the stimulation of
nuclear fusion at a great distance from the source of the waves in the region behind a thick steel screen.

the detector. A slight difference between this frequency and the frequency of 75 MHz of a similar wave shown in
Fig. 1 is due to the fact that these experiments were carried out at different times and the frequencies are different
due to different air conditions (humidity, pressure P and equilibrium temperature "), which significantly affects the
relaxation time 7 ~ 1/ P+/T. The frequency of this X-ray radiation corresponded to 1.5 keV. The X-ray spectrum was
completely similar to our previous results for targets made of Fe (Fig. 4) [5-8].

From these data, it can be seen that the results of theoretical analysis coincide with the experimental data — the
X-ray radiation and the temperature wave behind the screen with an input matted (unpolished) surface (the results
presented in the left column in Fig. 3) are more intense than with the opposite screen orientation (right column for
polished input surface).

The last (main) part of the research relates to the stimulation of nuclear fusion in a remote (off-screen) target by
stimulation with temperature waves. In this case instead of X-ray and piezoacoustic detectors, a TiD target (Ilength,
10 mm, diameter, 7 mm, saturation ~150%) was installed at a distance about 5-7 mm together with a nearby track
detector.

Figure 3. Registration of undamped temperature waves and X-ray behind thick steel screen at different screen surface orientation: the left column
— the unpolished surface is directed to the source of temperature waves (cavitation chamber), the right column — the polished surface of the screen
is directed to the source.



302 V.I. Vysotskii et al. / Journal of Condensed Matter Nuclear Science 33 (2020) 296304

foa1s

Fansr

£ 12 B0
Bevicrco beeen [EERERRTS S

0 1 2 3 4 5 6 EKev
Figure 4. Spectrum of X-ray radiation recorded behind the back of a screen (plate) made of Fe.

For carrying out the alpha-track analysis, a plastic detector made of polycarbonate of the CR-39 type with a density
of 1.3 g/ cm?® was used. The thickness of the “TASTRAK®” detector was 1 mm thick. The typical setting of the
experiments corresponded to the location of the detector at a distance of 5 mm from the surface of the target, which
was affected by the thermal wave for a certain time (about 1 h).

Figure 5 shows the general view of the track detector, on which the areas of track analysis are highlighted, as
well as the location of tracks in some of these areas. It is seen that during the process of irradiating the target with
a temperature wave, very significant nuclear reactions took place in it, the products of which are alpha particles.
Effective registration of alpha tracks in the target under the influence of temperature waves indicates the possibility of
stimulation of nuclear fusion reactions

d+d=He®>+n, d+d=He* (11)

in the target located behind a thick steel screen. The mechanism of stimulation of these LENR by action of temperate
waves is may be connected with different processes. According to our analysis these LENR are associated with
the influence of temperature waves on the dynamic structure of TiD target and, possible, on formation of coherent
correlated states [10-21] of interacting particles during such structural and topological processes in the target lattice.

Such influence can take place in several stages. Initially, during the interaction of a temperature wave with a distant
target, a shock waves is excited in the target volume, and then this shock wave affects the state of deuterium localized
in the volume of nanocracks in the target or in the space between titanium atoms in the lattice. The modulation of the
parameters of these potential wells at the nanoscale, as shown by a direct analysis, conducted in our works [12-21],
leads to the formation of a coherent correlated state of deuterons. This process can be greatly enhanced. if we take
into account the additional influence of high-frequency phonons that can form during such reactions on the base of
phonon-nuclear coupling mechanism of LENR (e.g. [22,23]).

When the deuteron is localized in an interatomic space typical for any condensed media with a period a =~ 2A, the
energy fluctuation in the coherent correlated state exceeds the value

§F = G*h?/8M (6x)* ~ 30 — 50keV, (12)
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that is much more than the temperature in a “standard” TOKAMAK.
Here

Sr~a/2~14, G=1/\/1-r2=10*

is the realistic coefficient of correlation efficiency, r — coefficient of correlation [12-20].

Such a very large increase in particle energy fluctuation ¢ F during the formation of a coherent correlated state is di-
rectly related to the Schrodinger—Robertson uncertainty relation [10,11] and is connected with the further development
of the method of such states as applied to problems of quantum mechanics and nuclear physics [12-21].

It is very important that in the coherent correlated state formed by such a modulation of the potential well, not only
energy fluctuations § F will increase very significantly (by many orders of magnitude), but very significantly increase
the duration d¢ of these fluctuations as compared to the “usual” Heisenberg uncertainty relation [19]. It is obvious that
without such increase of d¢, no reaction would be possible.

It should also be noted. that if all the conditions for LENR realization related to the formation of correlated
deuteron states in the lattice are fulfilled, the probability of a neutron-free reaction d + d = He* (11), which is very
small for “hot” fusion, can very significantly increase and such reaction can become the main one for LENR.
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Abstract

The paper discusses the features of the formation, evolution and propagation of coherent wave packets and their energy character-
istics. Such packages can be created with a certain effect on a slow moving particles. A feature of such packets is a self-controlled
remote collapse, in the zone of which there is a very strong self-compression of the packet and a giant increase in the fluctuation of
its kinetic energy. Such correlated states can be used to carry out LENR reactions in remote targets.
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1. Introduction

The traditional method for generating LENR involves fulfilling the appropriate conditions (optimal screening, local
micro-acceleration, local compression, “proton-electron to neutron” conversion etc.) for fixed interacting particles in
a specific material medium. The situation remains approximately the same in the case of particles with low energy
of motion (e.g. injection or diffusion of low energy protons into the material medium). In any of these methods, the
properties of particles (except for a change in their energy) remain almost unchanged as they approach the target.

The typical example of such a system is the interaction of moving particle with target nuclei. We can describe the
state of this particle in the form of a normalized Gaussian wave packet with the wave function

U(z,t) = {(u + ZZ) \/7?}1/2 exp {— [2( (z — vot)® )] + ipox/ﬁ} 1)

u2 + t2ﬁ2/m2u2

and initial structure

2

W(z,0)|2 = (qu2)~Y2e—="/v" )

*Corresponding author. E-mail: vivysotskii @ gmail.com.

(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123



306 V.I. Vysotskii and M.V.Vysotskyy / Journal of Condensed Matter Nuclear Science 33 (2020) 305-313

Here Az(0) = w is the initial (at ¢ = 0) “size” of wave packet, vg = po/m is the average speed of the packet, m is the
mass of the particle.
Such a packet is synthesized from a continuous continuum of spectral components ¢(p), the specific form of which

o

c(p) = /\IJ(m,O)‘Il;(x)da: zy/u/ﬁﬁexp{—W} 3)

— 00

can be determined from the standard expansion of the total nonstationary wave function

U(z,t) = /c(p)\I/p(x)exp{—iEpt/h} dp, E,= p2/2m )
in plane waves

U, (z) = (2rh) "1/ 2eie/h Q)

in free space. It is traditionally believed that the description of a realistic particle using a Gaussian wave packet is more
adequate than using a plane wave, which is typical for quantum mechanics. Such Gaussian wave packets correspond
to uncorrelated states of a moving particle with a minimal initial dispersion of the coordinate

u?/2 (62)

Q
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and momentum

op(0) = ((p — (p))?) = h*/2u? (6b)

of the particle, which corresponds to the minimum of Heisenberg uncertainty relation

02(0)o,(0) = 1 /4. 7

These features of the spatial evolution of the Gaussian wave packet are connected with phase relations between
different spectral (Fourier) components. These components correspond to the wave function of the same packet in
momentum space.

The presence of spatially localization of a moving wave packet allows us to describe the dynamics of its interaction
with a specific target in more detail. The possibility of such localization of the particle wave function favorably
distinguishes this description from the traditionally used particle wave function in the form of a fully delocalized plane
wave.

On the other hand, such a package is characterized by a very strong dispersion and spatial “spreading”, which
corresponds to the variance of the coordinate

o = (22) — ((2))2 = / U (2, )220 (2, £) d — / U (2, )20 (2, ) da

= u?{1 + (th/mu®)?}/2, () = vot. (8)
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The similar results follow from a direct analysis of the wave function (4). In particular, it can be seen from the

structure of the packet
a7y —1/2 )
9 th 3 (z — vot)
vt <mu P (u? + t2h2/m2u?) | |’ ©)

[T, 1) = {W

that its width

Az~ \Ju? + (th/mu)? (10)

and the area of space localization during spatial propagation continuously increases, while the packet amplitude

[0 (2, 0) s = 1/ /a2 T (0] mu)? an

continuously decreases.

These well known features of the packet structure are presented in Fig. 1.
These features do not allow the effective (localized) distant action of such packages (e.g., stimulation of nuclear
reactions in the remote targets).

PO [P0
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0 2 4 6 8 X/(vomu’/h)

Figure 1.  Spatial evolution of Gaussian uncorrelated wave packet. Here At = mu? /h.
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2. Features of Space Structure, Energy Fluctuations and Space Evolution of the Correlated Wave Packet

As noted above, fundamental drawbacks (spatial spreading and amplitude reduction immediately after the creation) of
a standard Gaussian wave packet can be completely eliminated and even inverted using a correlated wave packet.

In the initial state (at ¢ = 0), the wave function of the correlated wave packet, which describes the motion of the
same particle with velocity vg = pg/m, has the form [1]

1

Tu?

U(x,0) =

4

1'2 .
exp {—21;’ n Zpo:c/fi}. (12)

At the initial moment of time, the structure of the correlated wave packet

W (z,0))2 = (ru?)~ /2" /v (13)
completely coincides with the initial structure of the “ordinary” Gaussian uncorrelated packet.
Here g = 1+ ip and p = r/v/1 — r2 is a parameter that can change in the interval —oco < p < 0.

The parameter r is the coefficient of correlation. For a pair of dynamic variables A and B this coefficient 7 is introduced
by the expressions

=2 oy = BB B, ce= (@) k<L ad

For correlated states, the product of the variances of the variables A and is limited by the Schrodinger—Robertson
uncertainty relation [2—-16]

gaop > 4<([1Af}:2|§ EG2‘<[Af]>|2, G=1/V1-r2 (15)

which is the generalization of the Heisenberg uncertainty relation and coincides with it under the condition 7 = 0. In
the case under consideration A = x, B = p this relation (15) takes the following form

2 *) 2 *
p (=) T weon (16)

z > = , Opdxr> ——
o= Y12 - 4 W g
Here G = h*/h = 1/v/1—r2 is the correlation efficiency coefficient, which can vary in the unlimited interval
1<G < oo
The wave function of the correlated packet can be found on the basis on the general presentation of packet wave
function in the form of a spectral expansion (4) in plane waves (5) and formula (3) for determining the coefficients
c(p)

— 00

c(p) = /\I/(a:,O)\IJ;(x)dx

—00

+oo
1 a’g u (po — p)*u?
e Rl A DR et S S
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This is the standard method of calculating the weighting factors (weighting coefficients) in any superposition state
in the equations of quantum mechanics.
The combination (complete set) of these coefficients, supplemented by the time evolution operator

K = exp{—i(p*/2m)t/h}

is the full wave function of the same particle in p-representation.
After substituting this coefficient into Eq. (4), we can obtain the wave function of the correlated wave packet
U(z,t) = / c(p)¥,(z) exp {—iEpt/h} dp

— 00

x2 ip) — 2iulkox + ithk3u?/m
= (1/\/[(1 — pth/mu?) + itﬁ/muﬂuﬁ) exp {— 2(112—{(1[)_) pt?i/mig) ——:—_z;ffiifronu% } (18)

and the expression for the probability density of localization of a moving correlated packet

() = W\/{l‘f’niz}z*{nig}z 1exp{_u2[(1—pﬁt/[fn;zggti(ﬁt/mUQ)Q]}. )

The spatial evolution of Gaussian uncorrelated wave packet for different consecutive moments of time is presented in
Fig. 2.
Using this wave function, one can calculate the variances of the coordinate of a moving particle corresponding to

the correlated wave packet
2 th \° th \*
o= (1-p—=) + (%) b, (20)
2 mu? mu?

From the analysis of formulas (18)—(20) it follows that the spatial width of the correlated packet

u(t) :u(O)\/{l—pT;ZQ}2+ {T:LZQ}Q 1)

pmu?

over the time

tcollapse = m (22)
decreases from the initial value «(0) to the minimum value (state of collapse of the wave packet)
Umin = w(0)/v/1+ p? = u(0)/G (23)

and then monotonically increases. It is very important to note that the spatial spreading rate of the correlated packet
immediately after its collapse

u(t > teollapse) = u(O)ﬁtG/mu2 24)
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Figure 2. Spatial evolution and controlled remote collapse of a correlated wave packet at G=10. Here At = mu? /30h.

at G > 1 significantly exceeds the rate of similar spreading of the uncorrelated packet

u(t) ~ u(0)ht/mu? (25)

for the same time interval.
The coordinate of the spatial collapse of the correlated packet corresponds to the distance
vopmu?

ZTcollapse — UOtcollapse = m ~ ’UomuQ/Gﬁ. (26)

Synchronously with the compression of the packet to the state of collapse, its amplitude increases sharply by
V/1+ p? ~ G times from the initial value |¥(x,0)|2,, ~ 1/u+/7 to the maximum value

max

|\Ij(~73collapse7 tco]lapse)ﬁlax =1+ PQ/U\/> ~ G/uﬁ 27

It is important to note that after moving through the collapse region, the amplitude of the packet very quickly decreases
(much faster than in the case of uncorrelated packet). It can be described by the asymptotic law determined by the
formula

mu

mu
|\I](-75 > xcollapse;t > tcollapse)|;2nax ~ ~ . (28)
thy/r(1+p?)  Gthyw
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These features of the evolution of the package are presented in Fig. 2.
The most important transformations correspond to the energy characteristics of a moving packet. The dispersion of
a particle momentum in a correlated state can be determined using the explicit form (18) of the wave function ¥(z, t)

2

op = (%) — ((9))? = / B (a, 1) di / U (2, )PV (x, ) da

-1
R2(1+ p?) th \? th \”
=—" 1—p—s — . 29
2u? Pm? + mu? 29)
This dispersion corresponds to a very large (under conditions |p| > 1,G > 1) fluctuations of the kinetic energy of
the particle
-1
R2(1 4 p? th \? th \?
A A U 0 N R L
2m dmu? mu? mu?
-1
R2(1+ G?) th \? th \°
~—" 1-G— — . 30
dmu? mu? + mu? (30)
The dependences of the variances of coordinate, momentum and kinetic energy of such correlated packet for different

values of the correlation efficiency coefficient G are shown in Fig. 3. The maximum fluctuation of the kinetic energy
of a particle

ﬁ2(1 + G2)2
4mu?

€29

0T max = 6T(xcollapse7 tcollapse) ~

is generated in the region of the collapse Zcoltapse = Votcoliapse (23) of wave function of correlated wave packet (18).

3. Possible Applications of the Correlated Wave Packet in LENR Experiments

Basing on such coherent correlated states, it is possible to generate targeted nuclear reactions using particles of rel-
atively low energy. The analysis above has shown that the correlated wave packet can be used to implement LENR
experiments in remote targets. It is easy to verify that in the region of the collapse, the fluctuation of the kinetic energy
of a particle can significantly exceed its average kinetic energy.

For example, if a moving proton is represented in the form of a “usual” uncorrelated Gaussian wave packet with a
longitudinal size u = 0.2 nm, then in the uncorrelated state the energy fluctuation of such a packet is limited to a small
value

2
op h

6Tuncorr = % = Al

~2x 10 %eV. (32)

A completely different situation corresponds to a correlated state. With a real (and very far from record values
G = 103-10% [8-16]) correlation efficiency coefficient G =100-200, this fluctuation increases to a value that can

6Teore = h2G* J4mu® ~ 25 to 100 keV (33)
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Figure 3. Variances of coordinate, momentum and kinetic energy of a particle in the form of correlated packet for different values of the coefficient
Gof correlation efficiency.

significantly exceed the average energy of the longitudinal motion, which can be equal, for example, (T") =

p3/2m ~100-200 eV.
For such a system, the distance from the formation region of such a packet to the zone of its collapse is equal to

Teollapse = vomu® /Gl ~ 250 /G cm ~ 1to 2 cm, (34)

which makes it possible to implement such experiments in the conditions of the simplest laboratory.

In works [6—17] various methods for the formation of such a correlated state are considered. Such correlated states
can be formed, for example, when particles pass through a local region of existence of a periodic or monotonically
changing electric or magnetic field, at crossing of laser beams, at passing through a crystal etc. Apparently, one of the
simplest methods is to pass a beam of weakly accelerated protons through a thin magnetic crystal or above the surface
of a periodic magnetic domain structure.

It is interesting to note that although some features of the evolution of the “standard” Gaussian packet in free space
were investigated almost a hundred years ago [18], only recently there have been proposed new interesting methods
for optimizing the use of such a package (including methods directly related to the LENR systems and models).

These problems will be discussed in another article.
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Could LENR Change the World?
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Abstract

World energy consumption is equivalent to 13865 million tons of oil (2018). Eighty one percent of energy is provided by fossil
fuels. Energy generation releases 34 Gt of COx into the environment annually, which produces climate change. This paper considers
the potential scenario with LENR sources of clean energy. It is based on the supposition that the new energy is generated by Metal
Hydrogen Energy (MHE) stationary reactors that deliver heat at different temperature levels (100-200-350°C) as the technology
evolves along the years. The potential penetration of LENR energy is analyzed taking into account the different conversion routes
between the primary energy sources and the final industrial and domestic users. It is assumed that MHE replaces all conventional
sources operated at a similar temperature level.

e 100°C-class sources can be used for heating. The corresponding market is 700 Mtoe,
e 200°C-class sources can supply all industrial processes using steam. Market: 500 Mtoe,
e 350°C-class reactors can generate electricity in renewed power stations. Market: 5200 Mtoe.

If cheap electricity is generated by such MHE reactors, there will be no need to increase the temperature of operation further.
Hydrogen can be produced via water electrolysis. Future mobile equipment will be fueled by hydrogen. Extraction of CO2 from the
atmosphere combined with hydrogen makes it possible to manufacture synthetic fuels to supply the fleet of vehicles and aircrafts
using present technology. According to this scenario LENR combined with renewable energies may ultimately eliminate the need
for fossil fuels.

(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123

Keywords: Climate change, Final energy, Fossil fuels, Global energy consumption, Greenhouse gases, Hydrogen, MHE, Nuclear,
Oil, Primary energy, Renewables, Toe

1. Introduction

Humanity consumes huge amounts of energy and 81% of the total is provided by fossil fuels coal, oil and natural gas
[1]. These sources emit CO, during combustion.

Figure 1 shows the global emissions between 1870 and 2017 [2]. Energy generation released 34 Gt of CO or 83%
of the total of 41 Gt emitted that year. This figure also shows that global emissions increased rapidly over the years.

*E-mail: jsr.ruer @orange.fr.

(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123
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Figure 1. Annual global CO2 emissions — Others: cement and gas flaring — emissions caused by energy production amounts to 34 Gt CO2 or 83%
of the total — Source [2].

The influence of the greenhouse gases on climate change is now well established [3,4]. Carbon-free energy like
wind and solar are presently developed in many countries. Unfortunately, to harness these energies large infrastructures
must be deployed in the environment. The resources vary along the day and the year. An electrical grid relying largely
on renewable energies must include facilities for energy storage and policies to manage demand by the customers. This
is a major change compared to the present situation where the customers can consume in a non-restricted manner with
the production following at best it can.

Nuclear energy is also carbon-free but the technology is only accessible to a limited number of countries because
of the high safety standards, the management of wastes and the fear of proliferation.

A general problem is that the countries that consume large quantities of energy are different from the countries rich
in energy resources. This is true today for oil and gas, but the situation will be similar tomorrow if solar PV becomes
a major energy supplier worldwide. This problem generates a large disparity between the different regions and leads
to geopolitical tensions and uncertainties [5].

Our modern civilization could not exist without easy access to energy. Any event that affects the cost of energy
is a factor toward a recession of the global economy. Our societies are highly dependent on mobility and sensitive on
transportation costs (marine, land and air transport). The absence of flexibility in energy costs makes it very difficult
to introduce political incentives to control consumption.

On the other hand, 850 million people around the world have no access to electricity [5]. In the future the develop-
ing countries will sharply increase their energy consumption.

The overall result is that it will be very difficult to limit the emissions of greenhouse gases if the world energy
system does not undergo a profound mutation.

LENR may help modify the situation in a very positive way [6,7]. The purpose of this paper is to discuss how the
development of the breakthrough sources of LENR energy could influence the global energy production, conversion
and use.
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Table 1. CO2 emissions of various combustibles [12].

Combustible Emissions of CO2 (kg CO2 / toe)
Lignite (Rhineland) 4773
Wood 4589
Coal 3950
Oil 3069
Gas 2349

2. World Energy Consumption Today

The global consumption of energy in 2018 was 580 x 108 J [1]. It is difficult to apprehend such a large number.
Therefore, it is a custom to account for the energy as the quantity of oil that would be required to obtain the same
amount of energy by combustion. This quantity is measured in metric tons of oil equivalent (1 toe = 41.87 GJ). This
practical unit is used in this paper. The 2018 world consumption corresponds to 13 865x10° toe or 13 865 Mtoe.
Because all of this energy is extracted from the Nature in diverse forms (from oil and coal, to uranium fission, to wind
and sun light) this is designated primary energy [11].

The different fuels release different quantities of CO5 as shown in Table 1 [12].

In general, the primary energies cannot be used directly. It must be transformed into secondary energy types, which
are easier to handle. For example, coal is processed in power plants to generate electricity. After transportation and
distribution to the final consumers, the usable forms of energy are called final energies. The conversion introduces
some losses, so that the quantity of final energy available for consumers is less than primary energy. Figure 2 exhibits
the situation in 2018. The global final energy consumption was 9700 Mtoe.

For the purpose of this paper this figure introduces the conversion processes that allow the transformation of the
primary energies into secondary ones. For example, coal is used to produce electricity via steam turbines, and refineries

LA

\\\.‘

PRIMARY ‘ ENERGY ‘  FINAL

CONVERSION

ENERGY ENERGY

L fossil energy non-fossil energy

Figure 2. Present global energy flowchart showing main conversion routes between primary and secondary energies.



J. Ruer / Journal of Condensed Matter Nuclear Science 33 (2020) 314-322 317

transform crude oil into fuels suitable for cars or aircraft. The arrows indicate the main process routes to transform
primary energies into specific usable forms.

3. Introduction of LENR (MHE) as a Commercial Energy Source
3.1. LENR energy sources
LENR offers the theoretical possibility to provide unprecedented energy sources:

Sources can be built in any size including small devices,

large power units can be obtained by clustering many independent reactors,

the consumables are very small, so a reactor can run for a long time with a single load of active materials,
no radiation is emitted, so the reactors are inherently safe,

no green-house gases are produced,

scrapped units can be easily recycled because they do not contain radioactive wastes.

For the moment, LENR energy sources cannot be put on the market because it is still not possible to initiate the
reaction in a controlled manner. The precise features required to make the materials active are not yet understood and
mastered. Recent progress has been made, which indicates that complete success is reachable [8]. Therefore, it is now
time to start to think about the possible applications of these new energy sources.

In the following we consider a particular type of LENR reactor that is activated by simple heating. The cor-
responding reactors are called MHE for Metal-Hydrogen Energy [8]. The reaction occurs with specially prepared
nanoparticles containing several metals (e.g., Ni + Cu or Ni + Pd) exposed to an atmosphere of hydrogen isotopes at
high temperature. Once the reactor is hot, it starts to generate heat, and is able to do so continuously for several weeks
or months. An earlier paper describes how to operate and control such reactors [9].

3.2. Analysis hypotheses
Any prospective study must rely on some assumptions. In this paper, we consider the following set of hypotheses:

(1) The MHE reactors produce only heat,

(2) the heat quality is characterized by its temperature level (temperature class),

(3) MHE production is only made in stationary installations,

(4) the deployment is progressive as the technology evolves,

(5) when the technology is improved the temperature of the heat production increases,
(6) three progressive levels are taken as hypotheses:

(a) 100°C,
(b) 200°C,
(©) 350°C.

This last level is sufficient to convert MHE heat into electricity with acceptable Carnot efficiency. By way of
comparison, nuclear reactors also operate at 350°C [10].

Other hypotheses could have been considered, involving, for example, mobile energy sources or reactors able
to operate at much higher temperatures. These would have resulted in other scenarios quite different from the one
discussed here.

It is further assumed that the cost of MHE energy will be cheaper than conventional energy so that all market
segments technically accessible by a given class will adopt the new type of energy. However, an exception is made
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for renewable energy sources that will continue to grow. In some specific cases renewable energy will be the easiest
and cheapest solution (e.g., solar water heating in regions with a high solar insolation). Renewable energy will also
continue to receive some support for political reasons.

The advent of MHE energy may have a profound impact on the global energy market. The revolution will evolve
progressively. It is supposed that the applications will come stepwise, following the temperature class of the heat
delivered by the MHE reactors.

An analysis of the conversion processes to transform primary energy into final energy shows which domains of the
industry will be progressively impacted as the MHE reactors reach the supposed temperature levels.

To simplify the analysis, it is supposed that the total energy consumption remains unchanged in the different
scenarios. This is a static analysis. It is an oversimplification, because the introduction of MHE in the industry will
take several years and during this time the global consumption will continue to increase.

It must be emphasized that this study does not pretend to be exhaustive, and that all quantities mentioned in the
following only have an indicative value. Our objective is to demonstrate the boldness of the change.

3.3. Direct utilization of MHE heat source in the industry

In a first intermediate scenario, MHE is introduced as a heat source only in the processes that make a direct use of heat.
Further utilization of MHE energy, for instance via the electricity produced, is not considered here, but is discussed
below.

3.3.1. 100°C Class MHE

This temperature is relatively low. It can be used for space heating and some process heat. Small MHE heaters can be
installed in houses and buildings, with large ones for district heating. Presently, such heating systems rely heavily on
the combustion of coal, oil, gas, and to a limited extent wood. Incineration of wastes supplies district heating facilities
and will remain, and solar systems will expand.

It is assumed that the overall heat produced by MHE will be 700 Mtoe, displacing 300 Mtoe coal, 300 Mtoe gas
and 100 Mtoe oil.

3.3.2. 200°C Class MHE

This temperature level is sufficient to power the boilers that produce steam for many process industries like paper mills,
food processing, chemical industries, and other process heat, also for steam turbines for mechanical power in some
industries. It is assumed that 1200 Mtoe MHE will be introduced for steam generation displacing 500 Mtoe coal, 500
Mtoe gas and 200 Mtoe oil.

3.3.3. 350°C Class MHE

We make the optimistic assumption that all electricity that is produced by fossil-fuels power stations will be generated
by MHE steam turbines. If this hypothesis comes true, all fission-nuclear power stations and gas turbines are phased
out. Generation of electricity represents a large share of the global energy consumption. It is assumed that 5200 Mtoe
MHE will be introduced displacing 2030 Mtoe coal, 1370 Mtoe gas and 780 Mtoe oil.

Table 2 summarizes the results these predicted scenarios. The reductions of COy are higher than the energy
reductions because coal is the first fuel removed from the energy mix.
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Intermediate scenario with introduction of 7100 Mtoe of MHE as heat source.

Figure 3 shows the global energy flowchart after the introduction of 7100 Mtoe MHE. Fossil fuels share of primary
energy falls to 6750 Mtoe or 35% of the Global consumption. Their use is limited to high temperature combustion
processes, chemistry, surface and air transport.

Besides combustion, some oil, as well as some biomass, are used as feedstock in chemical plants for the manufac-
ture of plastics, pharmaceutical and food products, etc. We assumed that these uses will not be affected by MHE.

We suppose that renewables will also progress as a result of the trend to foster carbon-free energies.

3.4. Use of MHE for a complete conversion of the global energy flowchart

If we follow the hypothesis of low cost of MHE, a further development is possible with electricity used to generate
hydrogen via water electrolysis. Hydrogen can be used as an energy vector for transportation and for long-term storage

Table 2. Introduction of MHE as heat source in the industry.
MHE heat class  Main market Cumulative MHE Fossil fuels primary Energy CO2
°C) segments primary energy (Mtoe) energy (Mtoe) emissions (Gt)
Reference - 0 13 865 34
100 Building heating 700 13 150 31.9
District heating (—=5%) (—-6%)
200 Boilers, 1900 11950 28.3
steam driven pro- (-13%) (-16.8%)
cesses, paper
mills, food process-
ing, etc.
350 Electricity 7100 6750 15.2
generation (-51%) (-55.3%)
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Figure 4. Schematic process of fuel synthesis from water and atmospheric CO2.

of energy [13].

Synthetic fuels can be manufactured by reacting Hy with CO4 extracted from the atmosphere as shown in Fig. 4.
These gases are transformed into liquid or gaseous fuels via a series of chemical reaction and the Fischer—Tropsch
process [14]. Although this technology is not justified under the prevailing economic conditions today, it is already
been studied and developed in niche applications [15,16].

It is then theoretically possible to describe a final scenario without any need of fossil fuels.

The synthetic fuels can be directly used by the existing vehicles and aircraft engines without any new technology.
The distribution infrastructure of the fuels would also be kept. This is a distinct advantage compared to hydrogen,
which is difficult to store onboard vehicles.

Figure 5 shows the flowchart corresponding to the final scenario. The manufacture of hydrogen and synthetic fuels
is only possible with a loss of energy. The amount of MHE primary energy must cover the losses, so that the global
primary energy consumption is increased to 23 250 Mtoe, including 19 900 Mtoe of MHE plus 2000 Mtoe of solar and
wind.

The energy transition will involve direct use of electricity for vehicles and electricity-driven industrial processes.
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Figure 5. Final scenario global energy flowchart with 100% MHE and renewable energies.
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Some hydrogen will be used directly for chemical and metallurgical processes, as well as fuel for a fraction of the fleet
of vehicles.

4. Conclusions

The potential benefits of MHE energy are unsurpassable. It would be a compact source of energy available anywhere,
at any time, with a positive influence on climate change.

Assuming MHE reaction involves the transmutation of hydrogen into helium, the annual theoretical consumption of
hydrogen to cover all the primary energy consumed by humanity would be about 100 tons obtained via the electrolysis
of 900 tons of water if normal hydrogen is the feedstock. If deuterium is required, it could be extracted as a by-product
of hydrogen production by water electrolysis. The resource has virtually no limit.

The penetration of this new energy in the industrial sector will take some time, the limiting factor being the
manufacture of the reactors and modification of infrastructures. The likely development route will probably be similar
to all breakthrough technologies:

o First applications will take place in prime market segments, where the new energy will bring a distinct added
value.

e The technology will improve as the overall installed power increases. New reactors will be engineered.

e The operation temperature will increase giving access to new markets.

In the power business, experience shows that each time you double the cumulative installed power of a given technol-
ogy, the cost new installation is reduced by 20%. Figure 6 shows the learning curves for several types of energy [17].
It is likely that the development of MHE sources will obey a similar law.
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Abstract

The paper considers the mechanism of formation of natural iron—-manganese crusts, which are located at the bottom of all seas and
oceans. These crusts are characterized by a periodic structure and an anomalous ratio of iron isotopes. These anomalies are similar
in all seas and oceans and consist in excess of Fe®* and Fe®® isotope concentration and, accordingly, decrease of Fe®? isotope
concentration compared to their standard values. It is shown that these anomalies are completely explained by the process of LENR
(nuclear transmutation) in the bottom region of the seas and oceans, leading to nuclear fusion with the participation of manganese,
sodium, and phosphorus and stimulated by the processes of natural metabolism of microbiological communities.

(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123

Keywords: Anomalies in the structure and isotopic ratio of iron—-manganese crusts, Coherent correlated states and LENR, Isotope
transmutation in seas and oceans

1. Introduction

It is traditionally believed that LENR processes can be generated only in specially designed laboratory experiments.
Among these processes is the problem of transmutation of isotopes in biological systems, which, in the general opinion,
is quite difficult to implement and analyze.

A more detailed analysis has shown that such processes can occur in nature, and their results can directly compete
with global geological processes.

The typical example of such global competition can be related to the isotopic anomalies of natural geological
Fe—Mn crusts, which are present on most of the coastal areas of all seas and oceans.

It is well known that Fe-Mn crusts are among the most mysterious geological objects. Usually, they occur in
sediments of the Eocene-Quaternary age and continue to accumulate at present at depths of 2-5 km, although they

*Corresponding author. E-mail: vivysotskii @ gmail.com.

(© 2020 ISCMNS. All rights reserved. ISSN  2227-3123
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are also present at substantially lower depths. Their size is from 1 mm to 1 m in diameter, nodules 3—7 cm in size
predominate. The total mass of such structures is about 300 billion of tons.
A typical concentrations of metals in these crusts and nodules are the following:

TIMn zQO%, Nre = 15%; nNi =~ 075%7 Nco =~ 075%a Ncu ~ 075%

The internal structure of crusts is characterized by a periodical alternation of thin layers of Fe and Mn. The tradi-
tional description of such anomalous structures is connected with the possible action of volcanoes. However, such a
hypothesis has some problems. First of all, such crusts are found in different places of the Earth and majority of these
places are not connected with the volcanic activity. In addition, the strictly periodic structure of such crusts and the
approximate constancy of the period, regardless of their location, also confirm that they are not connected with the
random activity of volcanoes. It should be noted that there are no consistent data on the age of these structures (there
are assumptions about both many millions of years and about an age that is thousands of times less).

Even more mysterious is the violation of the “standard” isotope ratios in all samples of these structures (regardless
of their location in all oceans and near the coasts of all continents). In all cases the relative concentration of the Fe®”
isotope 7(Fe®”) decreases in comparison with concentrations of Fe®* and Fe®® isotopes 1(Fe®®) and 7(Fe®®) [1].

It is also very important that these objects are always connected with water. It should be noted that usually the
standard ratios of main Fe isotopes, determined by their relative concentrations

Fe*(n = 5.845%), Fe®®(n = 91.754%) and Fe’"(n = 2.119%) (1)

are nearly the same with very high accuracy on Earth and in space (analysis based on meteorites and lunar samples).
Data of ferromanganese crusts samples location and change of normalized Fe®”/Fe5* isotope ratio

{n(Fe>) /1(Fe™)} opiect
{77(F<357)/77 (Fe54 ) }reference

are presented in Fig.1. Part of these data are presented in Table 1.

6Fe5(°/00) = 1000 -1 )

Figure 1. Map of Fe-Mn crust sample location and normalized Fe®”/Fe®* isotope ratio values from each crust [1].
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Table 1. Typical isotopic composition of crusts in different oceans [1].

Location Latitude Longitude Water deep (m) 5 Fe7 (0/00) § Fe®7#(0/00)
Northwest Atlantic 31° 38N 78° 40" W 512 -0.85 -0.34
Northwest Atlantic 16° 55’ N 61° 10’ W 2000 -0.27 -0.10
Northeast Atlantic 32° 36’ N 24° 25’ W 5347 -0.42 -0.15
Southeast Atlantic 16°9’S 8°21' W 1990 -0.27 -0.18
Southwest Atlantic 32° 11,55’ S 32° 43’ W 3210 -0.95 -0.39
South Atlantic 26° 03’ S 5°42'E 1800 -0.90 -0.26
Indian 7°20'S 57°36' E 2421 -0.90 -0.34
Indian 8°37'N 36° 15’ E 449 -1.08 -0.34
Northeast Pacific 32° 15’ N 121° 16/ W 2267 -1.06 -0.29
Pacific 17° 09’ S 75° 15’ W 4218 -0.82 -0.28

These data demonstrate a unique and inexplicable result: the ratio of concentrations of Fe®”/Fe®* isotopes in all
(without any exception!) geological crusts is significantly less than the same standard ratio. Full data on Fe isotope
analysis for all research points in the oceans (Fig. 1) are presented in the work [1].

A similar regularity corresponds to a ratio of Fe®” to another Fe® isotope, and in all samples without exceptions a
decrease of the normalized Fe®”/Fe® isotope ratio

{(Fe™) /((Fe™) b opiect
{n(Fe"") /n(Fe™) }reference

8Fe®™(° /00) = 1000 -1 3)

takes place (see Table 1).

These data have shown that the changes in the corresponding isotopic ratios Fe5”/Fe>* and Fe®"/Fe®% have the
same tendency, but in all cases the changes for the ratio Fe®”/Fe5* are more significant than for the ratio Fe®”/Fe®°.

If we present the relative A(Fe®) and absolute An(Fe®) change of the concentration 7(Fe?) ¢ of considered
isotopes in the form of the ratio

77(FeA)object = 1(Fe")reference (1 + A(Fe™)) = n(Fe)eference + An(Fe), “)
then the initial formulas (2) and (3) take the form
1+ A(Fe®")
5

1+ A(Fed)

objec

SFe(° /00) = 1000{ - 1} ~ 1000 { A(Fe®") — A(Fe®)}

®)
1+ A(Fe’")

SFe®™ (0 = 1000{

- 1} ~ 1000 { A(Fe®™) — A(Fe™)} .

In these formulas A(Fe®”) < 0, A(Fe®®) >0, A(Fe®®) > 0 in accordance with the data of Table 1.
There are no reasonable explanations of these anomalies in the literature using the “standard‘* physical mechanisms
(diffusion, the influence of volcanoes and geysers, gravitational deposition and fractionation, sea currents, etc.).

2. LENR-Mechanism and Biological Stimulation of the Formation of Iron-Manganese Isotopic
Anomalies in Marine Geology

There are two possible ways to solve this isotope problem.
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The first one (non-realistic) is connected with the assumption of a real decrease of the absolute concentration and
absolute mass of the Mossbauer Fe®” isotope. However, this hypothesis immediately leads to the questions of the
mechanism and causes of the disappearance of this isotope. These questions have no answers.

The second way, according to which the increase of the concentrations (mass density) of Fe®* and Fe®® isotopes is
greater than the increase of Fe®7, is much more realistic.

The explanation of the origin of such anomalous structures and abnormal isotope ratios is connected with natural
LENR reactions

Na? 4+ P3! = Fe®*, Mn®° +p =Fe®®, Mn® 4+d = Fe®’ (6)

of nuclear transmutation of Mn®?, Na?? and P3! isotopes dissolved in water into the considered iron isotopes.

The probability of such reactions is negligible if we consider them on the basis of the theory of hot nuclear fusion,
for which the probability of a tunnel effect at a typical ocean temperature does not exceed 107200 101000  The
situation fundamentally changes if we take into account influences on such processes of growing microbiological
cultures, which successfully grow in the bottom region of all seas and oceans.

This “fusion pathway” is in a good agreement with the results of our experiments on the efficient fusion of the
same iron isotopes at the presence of growing microbiological cultures and chemical elements which are necessary for
the growth of microbes and corresponding transmutation of isotopes.

The high probability of reactions (6) in growing microbiological systems is connected, according to our calculations
and the results of our experiments [2-5], with the formation of coherent correlated states (CCS) of interacting nuclei
[6-16]. It was shown that CCS formation leads to the generation of extremely great fluctuations of kinetic energy of
these nuclei. When one of these particles with mass M is localized in non-stationary potential wells of nanoscale with
the size a, the energy fluctuation in CCS exceeds the value [8—16]

SEM™M) ~ G2 h?/2Ma® ~ 10 — 100 keV. )
It is very important that such giant fluctuations can exist an anomalously large (compared to the characteristic value
5t > h/20F (8a)
determined from the standard Heisenberg uncertainty relation) time
ot > Ggih/20E, (8b)

that is sufficient for realization of all fusion reactions (6) in the case G > 1 [15].
These results are based on the Schrodinger—Robertson uncertainty relations [17-19] for energy and time

h* h* Ef+1E)/2 — (E)®)
SESt> —,  h*=——— = Ggh, rEt:< i >/2 2< ><>, 0< |ree| <1 (9a)
2 -y VE) )
and relations
* * e 2 —
sgp> = b v, = <qp—|—f5€j>£ 2@@, 0< |rpgl <1 (9b)
2 1-12, (@) (p*)

for momentum p and coordinate q.
Here r g, and r,,, are correlation coefficients for corresponding dynamic variables (£, t and ¢, p) and

Gpt =1/\/1-r%, = 10° —=10%, Gpq=1/4/1 12, ~10° — 10"
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are the achievable coefficients of correlation efficiency for the pairs of these variables [§—14]. The method of calcula-
tion of the coefficient G g; for the first time was considered in [16].

The process of the formation of such states, as it is shown in the works [6—14], can be realized in any non-stationary
potential well on the nanoscale, which correspond to many typical biophysical processes (e.g. cell division region,
DNA replication, processes on the surface of plasma biomembranes, etc.).

Due to the constant and very small (0.01440.002%) natural ratio of D to H concentrations in water, changes of
concentration of created Fe®® and Fe®” isotopes is always synchronized, but the total probability of transmutation
differs greatly. Obviously, the total mass of the synthesized Fe®” isotope is nearly in the same time lower than the mass
of the synthesized Fe% isotope.

This tendency can explain the decrease of the relative concentration of Fe®7 isotope (A(Fe®”) < 0), which accom-
panies a simultaneous slight increase of its mass in comparison with a much more significant increase of the mass and
concentration of Fe®% isotope A(Fe®®) > 0.

From the other hand, the effectiveness of such reactions depends on the mass and concentration of manganese, for
which the natural concentration in ocean water equals
n (Mn)~ 4.39 — 274.7 ng/kg (average values is <n (Mn)>~ 207.98 ng/kg ~ 0.0002 ppm) [20]. By the way, the natural
concentration of iron in ocean water is much less and equal to

n(Fe) ~ 1.12 to 111.7 ng/kg and (n(Fe)) ~ 27.9 ng/kg ~ 0.000028 ppm [20].

There are several fundamental circumstances that significantly change this situation. It is well known that different
types of microorganisms (e.g. Oscillatoria terebriformis) play important role in the natural self-concentration (bio-
logical extraction) of certain metals (mainly manganese) from sea water [21-23]. There are a lot of different types of
such microbial metallophages. A typical example of such microbes that assimilate the metal and include them in the
metabolic process can be seen on the legendary Titanic (Fig. 2), which is located at a depth of 3750 m.

The additional method of increase of the manganese concentration in the area of ??crust formation can be connected
with a well-known effect of the biological extraction of manganese from sea water with the help of Foraminifera —
single-celled shell organisms. After the natural death of these microorganisms, they dissolve in the water column
without reaching the bottom. Nowadays, these silts cover at least a quarter of the bottom of the oceans and consist
mainly of foraminifera shells of the genus Globigerina. In this case, a natural effective accumulation of manganese in
the layer of this sludge takes place.

Figure 2. The growth of colonies of microorganisms on the metal parts of the Titanic [24,25].
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Figure 3. Time-of-flight mass-spectrometric analysis of the results of experiments on isotope Fe®# creation in laboratory reaction Na?3 + P31 =
Fe54: fragments of the mass spectrum of the same bacterial culture Bacillus subtilis, grown in a nutrient medium based on H2O in the presence of
Na23 and P31, (b), (c) and the absence of P31, (a) The upper graphs on each of the photos correspond to the control spectrum of the natural iron
masses obtained in the same series as the corresponding lower graphs. These results were obtained using a time-of-flight mass spectrometer and
were displayed on the screen of an oscilloscope with memory.

In contrast to such complicated prehistory of Mn localization and concentration, the efficiency of Fe®* fusion (6)
depends on the concentration of sodium Na?? (1 (Na?3) ~ 10.8 ppm) and phosphorus P3! (1) (P3!) ~ 0.09 ppm), which
are presented in seawater in significant quantity (much more that Mn®%).

The above-listed circumstances show that there are all the necessary prerequisites for the effective transmutation of
isotopes in growing microorganisms. The possibility of such transmutations (Na2? and P3! to Fe®* and Mn®® to Fe37)
has been reliably confirmed in our experiments (see Figs.3 and 4) [2-5].

The effectiveness of such a transmutation processes depends on many circumstances and in the case of a balanced
composition of the necessary macro and microelements are the following:

= —————"— =~ 10™° synthesized Fe** nuclei per s and per single Mn~~ isotope,
(10)
_ AN(Fe")  AN(Fe™)
 N(Na?®)At  N(P*)At

for the case of transmutation with a participation of pure microbiological cultures (similar E.Coli) and

23 p3l
,P

~ 1078 synthesized Fe®® nuclei per s and per (Na ) isotopes

AN (Fe?) N AN (Feb) N AN (Feb)
N(Mn®)At ~ N(Na®)At ~ N(PPHA¢
using of microbiological syntrophic associations [2-5].

The characteristic feature of such a transmutation is self-limiting and self-control: the process begins to be inhibited
when a great amount of toxins (as the result of metabolic processes) are released and when the local environment is
depleted with the necessary isotopic components.

Under laboratory conditions, these factors can be controlled and corrected by periodical adding of appropriate
chemical components into the liquid “working” environment.

A=

1076 per s and per Mn®®, Na?3 p3! isotopes (11
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Under natural conditions, a sufficiently long time is needed to re-launch the transmutation process, during which a
natural self-purification of the nearest environment from toxins takes place and the necessary isotopic composition is
restored.

This process of self-healing of the local environment can be quite lengthy. In nature, it is carried out using reducers
— heterotrophic organisms that return the necessary micro and macro elements from dead organisms to inanimate
nature. They implement such a process, decomposing organic residues into simple inorganic chemical compounds in
the process of their natural activity. The most effective reducers are bacteria.

After restoration of the necessary composition of micro and macronutrients, the process of transmutation of iso-
topes begins a new cycle.

Such a self-similar process justifies the periodicity of iron synthesis in crust volume and the formation of thin layers
of Fe and Mn.

3. Summary

The scenario considered above fully substantiates all the quantitative and qualitative features of the formation of iron—
manganese crusts.

If we use the “standard” estimate for the total mass of iron—-manganese crusts and nodules on the ocean bottom
(Miota1 = 300 billions of tons) and take into account the average experimental values for normalized isotope ratios
(<6Fe57(0/00)> ~ 0.8, <6Fe57*(0/00)> ~ 0.25) and the relative concentration of iron in these structures (ng. ~ 15%),
then the masses of created isotopes that are connected with such a transmutation are very large and are equal to

AM (Fe®) & Mot 7ren(Fe®) reference (A(Fe®)) = 4 x 106 tons of Fe isotope ,
(12)
AM (Fesa) ~ Mol nFe'f’(F656)referenCe <A(Fe56)> ~ 2 x 107 tons of Fe® isotope .
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Figure 4. Left: Mossbauer spectrum of the dried microbiological culture of Saccharomyces cerevisiae T-8, grown in a liquid nutrient medium
based on: (a) heavy water D20 in the presence of the Mn®® isotope; (b) light water H2O in the presence of Mn®5 ; (c) heavy water D20 in the
absence of the Mn® isotope. Right: Mossbauer spectrum of dried microbiological association grown in the volume with presence of D2O and
Mn55 isotope.
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If we accept that the maximal rate of transmutation of Mn to Fe in natural conditions is close to the values (10)
corresponding to transmutation in the laboratory, then the maximal rate of global transmutation in ocean bottom is

M, n
A= /\ngé\dm(lze%) ~ 600 tons of synthesized Fe®® isotope per second (13a)
m(Mn>®)
for pure culture and
Miotal 1vn 56 : 56 -
A= )\Wm(Fe ) =& 60000 tons of synthesized Fe”® isotope per second (13b)
m(Mn

for microbiological association.

It is also necessary to take into account that laboratory conditions as a rule are better than natural conditions.
On the other hand, it is obvious that the biological substance at the bottom of the oceans roughly corresponds to
the microbiological association. Based on these circumstances, we can conclude that a reasonable estimate for the
maximal total rate of transmutation is close to the value

A ~ 6000 tons of synthesized Fe”® isotope per second. (13¢)

This maximal total rate is 100 times higher than the average steel smelting rate worldwide which is equal to 60
tons per second or about 1.8 billions tons per year. Of course, the average rate of transmutation will be several orders
of magnitude smaller than this value.

From these results follows that the LENR process based on the transmutation of isotopes in grown biological
systems is not limited to the framework of a precision laboratory experiment, but is a significant factor in the geological
evolution of the Earth.

In conclusion, one more remark can be made regarding the fundamental problems of the geochemical evolution of
the Earth.

It is easy to show that processes, which are close to the results discussed in this paper, can be connected with pulsed
stimulation of nuclear reactions due to the action of strong shock waves caused by earthquakes. Such processes, which
are connected with cracking of brittle rocks and generation of THz pressure waves, can lead to fission or fusion
reactions with formation of new elements and (in selected cases) concomitant neutron emission. These processes have
been actively discussed in numerous works (e.g., [26-31]).

In our opinion, the specific physical mechanism of such a stimulation can be connected with traditional piezonu-
clear reactions [31] and with the discussed process of formation of coherent correlated states of particles located in the
region of unsteady deformation [11,13]. Of course, it is impossible to explain the mechanism of formation of iron and
manganese periodic layers in the crust volume using such a pulsed random process connected with earthquakes, but
in other cases this scenario is quite real. It is very interesting that similar mechanism for stimulation of nuclear fusion
has been predicted and implemented in recent experiments on the effects of high-frequency temperature waves on a
distant TiD target [32].
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Abstract

The possibility of the influence of nuclear effects on the destruction of the tooth surface using dental implants made of titanium
is considered. It has been shown for the first time that this process is associated with LENR occurring between selective titanium
and calcium isotopes and leading to the formation of a molybdenum isotope. This reaction is stimulated by the growth of natural
microbiological cultures located in the oral cavity. The mechanism of such reactions is associated with the formation of coherent
correlated states, which are formed due to the topological features of growing microcultures.
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1. Introduction

The traditional areas of research and application of LENR related effects are limited, as a rule, by a simple model
of physical systems. A more detailed analysis has shown that such effects can successfully occur in microbiological
systems [1-4]. The next obvious step is to search for LENR effects in a human body. This is a completely new field of
research.

In this article we present only the preliminary results related to dentistry studies. In the practice of dentistry, it is
well known that dental implants made of titanium often have a negative effect on teeth. This is manifested in the form
of "leaching" of calcium from the composition of teeth and leads to their destruction. This very unpleasant effect is
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well known, but it does not have a clear biophysical explanation, and its specific reason is still incomprehensible to
medical experts. In the following analysis, we have shown for the first time that these critical processes connected with
the installation of dental implants can be directly related to LENR effects in the human oral cavity.

2. Microbiological and Biophysical Aspects of Dentistry-related Processes

It is well known that the installation of dental implants is an effective method of tooth restoration. The main element
of any implant is a metal base with a thread that is twisted into the bone tissue. The effectiveness of implant ingrowth
depends on a number of factors:

e the state of the bone,
o the requirements for mechanical stabilization,
e the structure and properties of implant material.

The basic requirements are, as a rule, hardness, chemical inertness and non-toxicity of the implant material. It
should not enter into different chemical reactions, taking into account the fact that among the products may be those
that contain a large amount of sodium chloride NaCl, have a high acidity or alkalinity, and also a high alcohol content.
Based on these parameters, the most popular material at present is titanium (T1).

It can be seen that all these requirements apply only to chemical processes and chemical reactions. The practice of
experimental dentistry shows that, despite the fulfillment of these conditions, processes leading to catastrophic destruct
on of the area of the installed implant, embrittlement of a tooth adjacent to the implant, and other local tooth destruction
are often observed. On the other hand, the oral cavity is a complex object that contains not only the listed objects, but
also many microbiological cultures and their associations.

In fact, this system is very similar to those working cells in which we have conducted experiments on isotope
transmutation using stimulating action of growing microbiological systems [1-4]. Similar nuclear effects could be
expected in such a system. It is obvious that these experiments should include such main “objects” of operative
dentistry as titanium and calcium (the first is the “standard” strength element of all implants, and the second is the
basis of the tooth material).

No one has discussed these important problems before and no one has analyzed the possible consequences of such
processes. The human oral cavity is a unique ecological system for a wide variety of microorganisms that form a
constant microflora. The richness of food resources, constant humidity, optimal pH and temperature create favorable
conditions for adhesion, colonization and reproduction of various microbial species. The microflora of the oral cavity
takes part in the primary processes of digesting food, assimilation of nutrients and the synthesis of vitamins. It is also
necessary to maintain the proper functioning of the immune system, to protect the body from fungal, viral and bacterial
infections.

(a) About 50% of all bacteria in the mouth are streptococci of the Streptococcaceae family. Streptococcus mutans
bacteria form a film on the surface of teeth and can corrode tooth enamel and dentin, which leads to caries and
gum infections,

(b) Bacteria Solobacterium moorei and Lactobacillus casei are responsible for bad breath

(c) The bacteria Porphyromonas gingivalis is the cause of periodontal disease, and is also “responsible” for the
body’s resistance to antibiotics.

This list can be supplemented by many other microbiological cultures and their associations. It should also be
noted that all these microorganisms are not mutual antagonists, but form a syntrophic community, which, according to
our previous studies [3—6], is one of the prerequisites for effective nuclear transmutation.
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Figure 1. From Left to right. Photo of an implants made of pure titanium (/eff) and titanium with Zr protective coating (right) before the
experiment; the appearance of tubes with implants, nutrient medium and biomass at the beginning and at the end of the experiment (in 12 days).

3. Experiments and Results

We have conducted experiments to study the effect of standard titanium implants on the state of calcium in the lab-
oratory liquid medium, representing a solution of natural saliva, which fully corresponds to the human oral cavity.
For the experiment, we have used the anaerobic syntrophic association (anSA) of bacteria inhabiting the human oral
cavity and digestive tract. The composition of the association includes more than 500 strains. As a nutrient medium,
human saliva with the addition of an iron salt (FeSO4-7H20) was used, which simulates the possible presence of trace
amounts of blood from the gums on the dental implant, as well as the consumption of iron-containing products.

The volume of the nutrient medium was 8 ml, the weight of the moist concentrated biomass of anSA was about
0.5 g. As a substrate for anSA, glucose was added to the bioreactors (0.1 g/ 1 per day). At the end of the experiment
implants were removed from the bioreactor tubes, washed and dried in a desiccator.

The photos of both types of implants (made of pure Ti and Ti with Zr protective coating) are shown in Fig. 1. The
appearance of the implants after the experiment remained unchanged.

Figure 1 also shows photos of test tubes with the studied objects before the start of the experiment and after its
completion (in 12 days).

The study of the nutrient medium, microcultures and the surface of the implants after the end of the experiment has
shown that the total calcium content in these components in the presence of Ti implant decreased. At the same time,
the results of X-ray fluorescence analysis have shown the presence of molybdenum on the surface of titanium implants
after the experiments (see Fig. 2). Before the experiment, molybdenum was absent in the volume and on the surface
of the implants and in the composition of the nutrient medium.

In an alternative experiment it was found that during the cultivation of anSA in the presence of a Ti implant with
a Zr coating, the situation was fundamentally different — the calcium concentration did not change and molybdenum
was not detected on the implant surface!
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Figure 2. X-ray fluorescence analysis of Ti implant after a 12-day experiment.

4. Analysis and Conclusions

It is well known that calcium is the main chemical element (~36%) in the structure of the tooth. It is the important part
of the tooth in the form of a crystal of hydroxy apatite Ca;o(PO4)s(OH)2. The process of creating a foreign element
molybdenum (foreign to original system), is connected with possible transmutation reactions:

Ti®+Ca¥ =Mo*+Q, A=z+y (1)

stimulated by active microbiological associations, which are present in laboratory test tubes and are similar in compo-
sition to those microorganisms that are present in saliva and are located on the surface of teeth. Two basic requirements
are necessary to produce these reactions at low energy:

o these reactions must be exoenergetic with positive energy () > 0 of reactions,
e the reaction should lead to the formation of stable (non-radioactive) Mo isotopes [7].

The first condition is obvious for any exoenergetic reaction.

The second condition relates to LENR specifics. It has been proved on the basis of the laws of quantum mechanics
and nuclear physics [7] that such a feature (the absence of radioactive daughter isotopes) is an obligatory feature of
LENR, and it is due to the fact that these reactions are based on the use of fluctuations of energy

SEgs1 > h2G?/8ma? ()
repeatedly amplified (by G? times) compared with fluctuations determined by expression
§Eg=1 > (dp)?/2m =~ h?/8ma* 3)
immediately following from the “standard” Heisenberg uncertainty relations
O0E &t > h/2, o0pdg>h/2 (€))]

for, respectively, energy, time, momentum and coordinate.

Here
G=1/V1-7r2>10*-10*
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is the coefficient of correlation efficiency [8—18], which corresponds to the Schrodinger—Robertson uncertainty relation

dpdg > h/2+/1 — 12 (5)

with a correlation coefficient |r| < 1.

Generation of these giant fluctuations d Fg.1 takes place during the formation of coherent correlated states of in-
teracting particles in a natural non-stationary potential nanowells with a size about a ~ 0.2 — 1 nm, which continuously
appear and disappear in areas of microculture growth (during cell division, at DNA replication, etc.).

An important feature of these states is a very significant (by many orders of magnitude) increase of the duration §t
of these fluctuations to values sufficient to stimulate nuclear reactions [7].

On the other hand, even such increased duration of the existence of these fluctuations is a small value at the level
of several picoseconds or femtoseconds, limiting the duration of the corresponding fusion reactions. It is easy to see
that reactions with a longer duration (including reactions that form radioactive daughter isotopes) cannot be generated
due to these very short fluctuations [7].

In fact, this rule forbids the generation of nuclear reactions that are stimulated by virtual energy in any reaction
channels that are characterized by a large duration of the first stage of nuclear transformations after the formation of
the initial compound nucleus.

This conclusion explains the absence of radioactive daughter isotopes in any experiments that are stimulated by the
virtual energy (including LENR experiments in biological systems).

A direct calculation has shown that among all possible nuclear reactions of molybdenum fusion (1) with participa-
tion of all stable isotopes of titanium, calcium and molybdenum
(Ti46, '1-*14’77 Ti48, Ti49, '1-*1507 Na40, Ca42, Ca43, Ca44, Ca46, Ca48, M092, M094, M095, 1\/[0967 M097, M098, MOlOO),
only one fusion reaction

Ti'® + Ca®™ = Mo™ +Q, Q= 64keV, ©

involving three “key” isotopes (Ti*® (natural abundance is 8.25%), Ca*® (0.187%), Mo®* (9.15%)) satisfies the both
necessary requirements!

Other potentially possible reactions (1) result in the formation of daughter radioactive Mo™* isotopes or are en-
doenergic reactions with negative energies of reactions (Q<0) and for their realization, a sufficiently large additional
energies AE > |Q)| (in the interval 0.2-7 MeV) are necessary. The sources of such real (not virtual) and very great
energy AF are absent in any realistic biological system and such reactions are fundamentally impossible!

There are many biophysical reasons for the synthesis of molybdenum in growing biological systems. Molybdenum
significantly increases the effectiveness of antioxidants, including vitamin C. It is also an important component of the
tissue respiration system. Molybdenum enhances the synthesis of amino acids, improves the accumulation of nitrogen.
Molybdenum also is a part of a number of enzymes (aldehyde oxidase, sulfite oxidase, xanthine oxidase, etc.) that
perform important physiological functions, in particular, the regulation of uric acid metabolism. Molybdenum and
its chemical compounds play an important role in certain biochemical processes (including effective biochemical
replacement). It should be noted that although the natural abundance of the “key” calcium isotope Ca*® (0.187%)
is small, the consequences of reaction (6) with its participation can be very significant. There are several important
factors for the possible effect of this reaction on the condition of teeth and implants, including three most likely:

e violation of the monolithic structure of a small tooth due to a local replacement of calcium with molybdenum,

e possible influence of the positive reaction energy ) > 0 on the structure of the bone tissue of the tooth,

e development of microbiological infections in nano-regions adjacent to the site of the destructive local nuclear
reaction.
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These processes can be connected, e.g., with the phonon mechanism of LENR energy transfer proposed by
Hagelstein [19,20]. The THz frequency of such high-frequency phonons is close to the Debye frequency (about 1013
Hz). These phonons are characterized by a short mean free path and transfer their energy to the nearest atoms. In this
case, there is a small-sized zone around each nucleus of the synthesized molybdenum, inside which the atoms receive
energy of about 10-20 eV, which leads to the destruction of the crystal structure of the tooth. Based on these (not yet
completed) studies, many useful recommendations can be made.

One of the main ones is to use titanium as the basis for the implant, from which the “key” and most “potentially
dangerous” Ti“, isotope must be removed. In this case, we can completely eliminate the nuclear reaction between
titanium and calcium and prevent possible catastrophic tooth destruction after implantation!
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