Thermal Behavior
Of the Polarized
PdlD'D20 m



CONTRIBUTORS

Dr. Martin Fleischmann
Bury Lodge, Duck Street
Tisbury, Salisbury, Wilts, SP36LJ, UK

Dr. Melvin H. Miles
University of LaVerne,
LaVerne, CA USA

EDITOR

Dr. PamelaA. Mosier-Boss
Research Laboratory of Electronics
M assachusetts Institute of Technology
Cambridge, MA USA



Table of Contents

Chapter |: More About Thermal Behavior of Polarized Pd/D-D,O System.................. 1
Our Penultimate Papers on the Isoperibdic Calorimetry of the Pt/D>O and Pd/
DoO SYSIEIMS. .. ettt e e e e e e 2
Our Penultimate Papers on the Isoperibolic Calorimetry of the Pt/D,O and Pd/
D,O Systems Part I1: the Pd/B and Pd-B-Ce Systems... : ....52
Our Penultimate Papers on the Isoperibolic Calori metry of the Pt/ DzO and Pd/
DO Systems Part 11: the Pd/D Codeposition System..........cccoevevveineennnnn. 91

Our Penultimate Papers on the Isoperibolic Calorimetry of the Pt/D,0 and Pd/
D,O Systems Part 1V: an Experiment with a Pd-Cathodein 0.1 M LiOD/ D,O

Carried OUL TN 1989... ... e e e e e e e e e e e e 117
The “Instrument Function” of Isoperibolic Calorimeters: Excess Enthalpy
Generation due to Parasitic Reduction of Oxygen......................cevveen. 161
More about Positive Feedback; More about Boiling..............ccoooov i, 176
Chapter 11: An Example of Difficultiesin Publishing LENR-Related Results............ 189
The Precision and Accuracy of Isoperibolic Calorimetry as Applied to the Pt/D,O
S 1= 1 190
Letter to Cold Fusion AuthorsDated 9-5-2006.............ccocvvveveiienine e .239
Letter tothe Editor Dated 11-1-2005..........oeiuiiiins e e ieee e eeeaenes 241
E-mail Message to Dr. Fleischmann Dated 3-5-2006 with Comments from
Reviewers 69 and 65.. ..242

Letter tothe Editor Dated 3 14-2007 Rebuttl ng Comments of Rewewers 248
E-mail Messageto Dr. Miles Dated 3-30-2006 Containing Replies by the Two

REV BN S. .. et e e e e e e e e e e e e 250
E-mail Messages Between the Editor and Dr. Miles Dated 4-17-2006........... 251
Letter tothe Editor Dated 6-4-2006 Containing Full Rebuttals to Each

S =T = 252
E-mail Message Dated 7-19-2006 Asking that Reviewers Respond to Dr. Miles
REDULLEL. .. ...t e e e e e e e 258

E-mail Dated 7-21-2006 Rejecting Submitted Paper...............ccceeeeeneent. . 259






Chapter |I: Moreabout Thermal Behavior of Polarized Pd/D-D>O System.

The research in the thermal behavior of the polarized Pd/D-D20 system was, and still is,
directed towards determining the conditions maximizing excess enthalpy production. At
the present time, a sustained low grade heat source can be maintained for considerable
periods of time.

Although the excess enthalpy production in these systemsis generally accepted, there are
still instances of misunderstanding even among seasoned scientists. In the series of
papers entitled “Our penultimate papers on the isoperibolic calorimetry of the Pt/D,0 and
Pd/D,) systems”, Prof. Fleischmann (and his collaborators) deals with the correct and
incorrect interpretation of calorimetric data.

In a separate paper “More about positive feedback; more about boiling “Prof.
Fleischmann discusses aspects of this system of interest to practical applications, viz
the design of an effective energy source.



Our Penultimate Papers on the Isoperibolic Calorimetry of the and Pd/D,0 systems

Part I: The Pt/D,0O Blank System

M. Fleischmann, Bury Lodge, Duck Street, Tisbury, Salisbury, Wilts., SP3 6LJ, U.K.
M.H.Miles, Department of Chemistry, University of La Verne, La Verne, CA 91750
U.S.A.

Abstract

The precision and accuracy of “open cell” isoperibolic calorimetry are evaluated
using a series of “blank experiments” unlikely to show any major excess enthalpy
generation (Pt cathodes polarised in 0.1 M LiOD/D,0). The differential and integral heat
transfer coefficients are evaluated and it is shown that the latter based on backward
integration of the data sets should be used in accurate evaluations of the experimental data.
It is shown that the precision is better than 99.99% while the accuracy is close to this
figure.

The high precision and accuracy allow the determination of the excess enthalpy
generation due to the reduction of electrogenerated oxygen. It is shown that this was ~
0.0011 W for the experiments in question whereas the input enthalpy to the cell was ~ 0.8

W for these particular experiments.

By way of explanation;

In recent years we have commented extensively on the investigation of these
systems using isoperibolic calorimetry. In view of these and related commentaries one
might be led to believe that it would be possible to publish papers in the normal literature
about the use of such calorimetric methods to investigate excess enthalpy production in the
Pd/D,0 system (and in systems closely related to this original design (1), (2)). This

expectation has not been realised.



This situation prompts us to examine once again the precision and accuracy of
isoperibolic calorimetry. We do this by carrying out a comparative analysis of a series of
“blank experiments” using the Pt/ 0.1 M LiOD-D,0 system polarised in an ICARUS -2
cell and using the ICARUS -2 system (3). Succeeding parts of this paper will deal with a
comparative evaluation of the Pd / D,0O, Pd-B / D,0, Pd-B-Ce / D,0 and, especially the
Pd-D / D,0 codeposition systems (4).

This division of the present investigation into a number of Parts will also explain
our choice of the somewhat strange title “Our Penultimate Paper on the Isoperibolic
Calorimetry of the Pt/D,0O and Pd/D,0 systems”. It has been our view that the only paper
on this topic which would be justified at the present time would be a comparative
evaluation of the various studies of “Cold Fusion” systems, paying due attention to the
precision and accuracy of the various studies. We would regard such a paper as being “Our
Ultimate Paper -’ which might, however, well mark the beginning of a new phase of the
investigation of Cold Fusion. However, we have been unable to secure the release of the
prime sets of the raw data for any of the investigations which we regard as being central to
such an investigation. We have therefore been forced to restrict attention to the
measurements on the Pd/D,0O, Pd-B/D,0, Pd-B —Ce/D,0 and Pd-D/D,0 codeposition
systems carried out by one of us (M.H.M) during his stay at N.H.E. Laboratories in

Sapporo, Japan with the proviso that we regard this as a “Penultimate Study”.

Some preliminary considerations about the design of calorimetric systems.

If we consult any of the classical texts of Chemical Engineering (e.g. see (5)} we
find that reactors in which there are both chemical and thermal changes should be
classified as being “ideal” and “non-ideal”. The “well-stirred tank” and “plug flow reactor”
are pre-eminently examples of the “ideal” type whereas “dispersive plug flow” should be
regarded as being “non-ideal”. It should be evident that “isoperibolic calorimetry” might be
classified as being “ideal” (we have to justify some additional criteria to satisfy, this
description). Although it might well be possible to design calorimetric systems which
would satisfy the criteria of a “an ideal plug flow reactor” (e.g. research on fluidised beds

of Pd particles) such research has not been carried out hitherto, to the best of our



knowledge. Research on the fashionable flow reactors is governed by “dispersive plug

flow” and should therefore be classified under the “non-ideal” heading.

Fig. 1 illustrates the type of single compartment isoperibolic calorimeter which we
have adopted for most of the research on “Cold Fusion” including the present paper, the
comparative study to be presented in Part II (6) and the investigation of the Pd-D
codeposition system (4) to be presented in Part III, (7). We make the following additional

observations about the operation of this calorimeter:

(i) heat transfer is controlled by radiation across the vacuum gap of the Dewar cells,
this heat transfer being predominantly due to the lower, unsilvered parts of the cells. The
heat transfer coefficient is therefore given by the product of the Stefan-Boltzmann
coefficient and the radiant surface area as has been confirmed in numerous studies.
Deviation from this predicted value of the heat transfer coefficient indicates malfunctions

of the cells and/or mistakes in the data analyses.

(ii) Adjustments of the relative extents of the silvered and unsilvered portions
allows the change of the heat transfer coefficient by about one order of magnitude; larger

changes require changes in the dimensions of the cells.

(iii) As heat transfer is controlled by heat transfer across the vacuum gap, the
thermal impedance has no “memory”. It is therefore possible to examine the non-steady
state behaviour of the systems in a straightforward manner which affects especially the
response of the systems to calibration pulses supplied by the Joule resistive heaters. It is
evident that this crucially important design criterion has not been understood by the many

critics of “Cold Fusion” (e.g. see (8)).

(iv) The long and narrow design of the calorimeters ensures that the contents are
well-mixed by the gas sparging induced by the gas evolution at the anodes and cathodes.
The radial and axial mixing times of the system (as revealed by tracer experiments) are
~3 s and ~20 s whereas the thermal relaxation time of the ICARUS -2 cell investigated in

the present paper is ~5000 s (see Footnotes (1) and (2)).



Footnote (1) The differential equation representing the model of the calorimeter is non-
linear and inhomogeneous (see equation A.2 of the Appendix) The estimate of a “thermal

relaxation time” is therefore approximate.

Footnote (2) The calorimeters used in the initial studies (1), (2) had heat transfer
coefficients which exceeded the value given by the product of the Stefan-Boltzmann
coefficient and the radiant surface area. We attributed the conductive contribution to
conductance across the nominal vacuum gap due to inadequate evacuation of the Dewar
cells. It was therefore not clear whether the system should have been modelled as being
“pseudoradiative” or “pseudoconductive” (depending on whether the conductive or
radiative contribution was neglected; for an alternative strategy see (9)); the thermal

relaxation time of these cells was ~ 3000 s.

(v) in view of (iv) the contents of the calorimeter have always been at a uniform

temperature.

(vi) equally, the temperature of the heat sinks (water baths) surrounding the calorimeters
have always been at a uniform temperature. This has been ensured by using a combined
rejection of heat to the surrounding ambient room temperature coupled to thermostatic

control of the water baths. The room temperature has always been itself controlled using
two independent temperature controllers operated in parallel i.e. the overall system used

two thermal impedances operated in series.

(vii) the cells have always been operated in the “open mode” i.e. the products of
electrolysis have been vented to the ambient [see Footnote (3)]. N.M.R. measurements
confirmed that this strategy (imposing continuous isotopic separation of H) ensured the

maintenance of the initial isotopic composition of the electrolyte.



Footnote (3) It should be noted that this strategy avoids the introduction of large localised
and fluctuating sources of enthalpy in the gas spaces (which is a characteristic of the use of

cells fitted with catalytic recombiners).

(viii) measurements have usually been made using 0.1 M LiOD/D,O. The use of this
electrolyte ensured that there were no parasitic reactions which could affect the thermal

balances of the system.

(ix) it was confirmed that the volumes of the gases evolved agreed to within ~ 1% of those
calculated assuming 100% Faradaic efficiency of the electrolytic reactions (neglecting the
initial part of the measurement sequences during which there is charging of the Pd-based
systems by hydrogen isotopes). The volumes of D20 required to maintain the levels of
electrolyte in the cells also agreed with those calculated by Faraday’s Laws i.e. there is no
possibility of involving large-scale recombination of the electrolytically formed gases to

explain excess enthalpy production.

(x) measurements of cell and calibration currents of cell and bath temperatures and of the
cell potentials and potentials across the resistive calibration heaters were made every 300 s

[see Footnote (4)]

Footnote (4) A limit on the rate of data acquisition is set by the time lags induced by the
thin glass shields surrounding the thermistors, ~ 10 s (see also further below). Furthermore,
it would be possible to exceed this rate of acquisition if the time lags in the glass shields

were taken into account.

(xi) three calorimetric cells were maintained in each thermostat tank.



(xii) in view of the small extent of the head spaces (which contained no exposed bare

metal parts), the systems could be operated in absolute safety.

Measurements and Interpretation.

Fig. 2 gives a plot of the “raw data” (the cell temperature and input enthalpy for
days 9 and 10 of the measurement cycles) carried out on a Pt cathode (¢ =1 mm, | =2 cm).
It can be seen that with increasing time following each perturbation of the system, both
these time series show a small progressive decrease with time. This decrease of
temperature with time is due to the progressive increase of the electrolyte concentration
due to electrolysis; this in turn causes an increase of the conductance and hence a fall in the
input power. The fall in the input power leads to a decrease of the cell temperature with

time.

Four times are of special interest; t = 0 following the “topping-up” of the cell after
the previous measurement cycle; t = t;, the start of the calibration period; t = t,, the
cessation of the calibration period and t = T, the end of the measurement cycle. Estimates
of the pseudo-radiative lower bound heat transfer coefficient, (kr’);, and of the pseudo-
radiative true heat transfer coefficient, (kg’)2, can be conveniently made near t = t,,
equations A.4 and A.6 in Appendix A. In the first of these estimates  assume that there
is no generation of any excess enthalpy, hence the designation of “lower bound”; the
presence of any known source of excess enthalpy would increase the enthalpy input and,
hence, decrease the heat transfer coefficient. In the second estimate of the pseudo-radiative
true heat transfer coefficient, (kr’)2, we also have to estimate the input power and cell
temperature which would have been reached in the absence of the heater calibration. We
can do this conveniently by interpolating the time series for the regions t<t; and t,<t<T: the
reason for stipulating t; = 12 hours, t; = 24 hours and T = 48 hours will be all too self-
evident. Contraction of these times say to t; = 6 hours, t; = 12 hours and T = 24 hours leads
to an inevitable lowering of the precision of (kg’); and accuracy of (kg’)2. Unfortunately,
such a contraction of the measurement cycles has been the norm in most of the

investigations carried out by other research groups.



The values of these “robust” estimates of (kg’); and (kr’); (made from A-3 sized
plots of the “raw data™) are shown in Columns 2 and 3 of Table 1 for a series of 7
measurement cycles. The values of (kg’); and (kr’); were the first estimates of the heat
transfer coefficients which we made from the “raw data” (hence their designation) and
were used as starting values for more precise and accurate evaluations using non-linear

regression [see Footnote(5)]

Footnote (5) In the original investigation (2), (kr’), was estimated near t = t; in an attempt
to eliminate one of the required interpolations. Although this procedure was explained in
(2) (as was the subsequent application of non-linear regression; for further explanation see
(10)) the basis of our estimates was clearly not understood e.g. see (11). As we could not
make the non-linear regression methodology “user friendly” with the computing power
available to us in 1992, we based all further analyses on the application of linear regression
(for further explanation, see (12)) Linear regression was also the basis of the statistical
treatments incorporated in the ICARUS -1 and ICARUS -2 packages (3) and is the

methodology which we have adopted in all investigations after October 1989.

It is important that (kr’); and (kg’); are respectively the least precise and least
accurate estimates of the heat transfer coefficient which we can make from the data.
Furthermore, they are subject to errors due to the refilling of the cells to make up for losses
in D20 due to electrolysis (see further below). The means of the values derived are also

shown in Columns 2 and 3 of Table 1. (see also further below).

The next stage of the analysis is the evaluation of the differential lower bound heat
transfer coefficients (kg’)11, throughout the time range of the measurement cycle. Here the
subscript 11 denotes that we are evaluating a differential coefficient and that we are also
considering a lower bound value. We have always used a second order central difference
in the estimates of the differentials of the temperature-time series. Fig. 3 shows the 11-

point means, (kg’)11, of (kg’)1 and the further 6-point means, (kg’)1), of (k') for days 1



and 2 of the measurement cycles; (there was no calibration of the system during this

particular cycle).

We can use the differential lower bound heat transfer coefficients in several ways to
assess the performance of the instrumentation. Thus, we can estimate the true heat transfer
coefficient from the mean of the values in Column 3, Table 1 or else, we can assume that
the true heat transfer coefficient varies in the same way with time as does the lower bound
value (k r’)1y, Fig. 3 (a better assumption is to base this variation on the integral heat
transfer coefficient, (k r’)21, Fig. 6 and see further below). We can then evaluate the

differential rates of excess enthalpy generation using

differential rate of excess enthalpy generation = [(k r’)2 - (k r")n1] f1(6) (1)

where [ (0) = (cell temperature)4 - (bath temperaturc:)4 2)

(see also Appendix A)

Fig. 4 gives the upper and lower tail distributions for Day 3- 16 of the data sets (c.a. 4000
measurements) using the second set of assumptions (i.e. allowing for the variation of (kr’)2
withtime). We can see that the data are consistent with a normal distribution of errors (due
principally to errors in the temperature measurements) on which is superimposed a small
steady state of excess enthalpy production (which accounts for the positive deviations of
the plots from those for purely normal distribution of errors especially in the region of the

upper tail distribution).

We can also evaluate the corresponding rates of excess enthalpy generation in a
variety of ways. The methodology which we adopted in 1991-1993 (and which we have
also used here) is to evaluate the total excess enthalpy as a function of time and then to
divide the relevant excess enthalpy by the time elapsed since the start of the measurement
cycles (here t = 0 on Day 3). The results for the two limiting sets of assumptions (allowing
for the variation of (kg’)> with time or using a single value of (kg’); at t = 86,400 s) are
given in Figs. 5A and 5B. We can see that the effects of the random variations in the
differential lower bound heat transfer coefficient, Fig. 3, are gradually suppressed with

increasing time, the rate approaching ~ 1.3 mW. The significance of this value will be



discussed below. At the same time, we can see that the magnitudes of the excess rates
given in Figs. 5A and 5B are affected by the assumptions made about the time dependence
of the true heat transfer coefficients and that the evaluation requires very long integration

intervals in order to reduce the effects of random errors to acceptable levels. [see Footnote

(6)).

Footnote (6) The evaluations carried out in 1991-93 were restricted to the first
measurement cycle calculated with allowance of the variation of the true heat transfer
coefficient with time, as in Fig. SA. This led in tun to the erroneous conclusions that the
accuracy of (kr’)2 was about one order of magnitude below the precision of (kr’)1 and that
the rates of excess enthalpy production were about one tenth of the rate which could be
attributed to the reduction of electrogenerated oxygen (in turn attributed to a degassing of
this species from the solution adjacent to the cathode by the electrogenerated bubbles of
deuterium). It can be seen that these conclusions were incorrect: the accuracy of (kr’)2
must be comparable to the precision of (kr’): ; the question of the reduction of

electrogenerated oxygen is discussed further below.

These difficulties are avoided by basing the evaluation on the integral rather than
the differential heat transfer coefficients. We can distinguish two types of heat transfer
coefficient denoted by the symbols (kg’);;1 where i = 2 signifies backward integration (i.e.
typically starting from t =T, t =t ort = t;), i = 3 signifies forward integration (starting
typically fromt=0,t=t; or t=tz),j =35, 6, 7 or 8 denotes the region adjacenttot=0, t =
t;, t=tzor acombination of the regions adjacentto t=t; and t=ty, 1= 1 signifies
“lower bound” and 1 = 2 signifies “true”. In this scheme of description i = 1 stands for
“differential”; omission of the central subscript, j, denotes that we are considering the

whole measurement cycle O<t<T.
It can be seen that we can base the evaluation on many versions of the heat transfer

coefficients (which of course, are all related to each other) so that it is necessary to

standardise on the usage of a sensible subset of these coefficients.
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Fig. 6 gives a comparison of the integral coefficients (kr’)2; (see equation A. 8) and
(kr’)a31 (see equation A. 9) with the differential coefficient (kr’);;. It can be seen that if we
exclude the first ~ 100 data points adjacenttot =T in the evaluation of (kg’); and the first
~ 100 data points adjacent to t =0 in the evaluation of (kg’)3 (time zones in which the
benefits of using the integral procedure are established) the variability of (kg’)2i and
(kr’)3; is actually much smaller than the variability of the double mean of the differential
lower bound coefficient , (kg’)11. The interrelation of these coefficients can be understood

as follows :

the variation of (kr’)1; with time can be represented to the first order by

ke )= (ke")° (1-y0) (3)

where (kg’)"; is the value of (kgr’);; att=0. On the other hand, in the evaluation of the
integral heat transfer coefficients, these coefficients are initially regarded as being constant
in time, so that we obtain equations (A.8), (A.9), (A.11) and (A.12) (and similar
expressions for other heat transfer coefficients which may be used in the interpretation). If,
instead, the time dependence of the heat transfer coefficients is included in the differential
equation (A.1) representing the calorimeter, we obtain, for example, equation (A. 13). If we
now regard f(8) as being constant throughout a measurement cycle (which is a rough
approximation for the case of the “lower bound heat transfer coefficients™ as there is no

calibration pulse) we obtain

(kr)2r = (kg’)’2i [ 1+ UT-0) ] (A. 14)
2
and
kp )= (kr)’3[1-1] (A. 15)
2

where (kr’)%21 and (kgr’)"3 are respectively the values of (kr’)2; and (kr’)3jatt=T and t=

0. It follows that the slopes of the plots of (kr’)2 and (kgr’)3; versus time are roughly one

11



half of the corresponding plot for (kr’);; and hence of those for (kg’);;and (kr’);) asis

shown by Fig. 6.

An alternative approach towards the evaluation of accurate values of the heat
transfer coefficients can be based on the application of equations such as (A.8), (A.9),
(A.11) and (A.12). Such evaluations give (kr’)’;;iwhich are the intercepts at the chosen
origins of the absissae of CpM dA@ / dt (note that the values of the intercepts are
independent of the value of CpM) ; the water equivalents, CpM, are derived from the

slopes of the plots.

Figs. 7A and 7B are anomalous in this sequence because they are based on the responses
of the systems to the “topping up” of the cells to make up for losses of D0 due to
electrolysis in the previous measurement cycles (rather than the response due to the
calibration pulse). Fig. 7A illustrates the determination of (kr’)%s; where the origin has
been set at t = 14,000 s whereas this origin is at t = T for the evaluation illustrated in Fig.
7B. It was found that the values of (kg’)%s) determined in this way agreed with the value
of (kr’); evaluatedatt = 14,000 s (e.g. see Fig. 6) and these values are listed for this
series of measurement cycles in Column 4 of Table1. However, although the values of
(kr’)%s; determined with the time origin setat t = T were smaller than those determined
with the origin setat t = 14,000, (e.g. compare Figs. 7A and B), this decrease was, in
general, too small. We therefore concluded that it would not be possible to use this
methodology to determine (kr’)%s; with the time origin set tot, i.e. that the most sought
after heat transfer coefficient could not be determined in this way. Furthermore, we were
unable to develop this methodology to allow the determination of the “true integral heat

”

transfer coefficients, (kr’)%s2”. This particular methodology was therefore excluded from

the ICARUS Systems and we have not used it in the intervening years. See Footnote (7).

12



Footnote 7) We note, however, that this particular method for determining the heat
transfer coefficients requires further investigation. “Topping-up” of the cells with heated
D0 could be made to produce perturbations of the same amplitude as those achieved using
the resistive heaters. This would improve the precision of the evaluation of (kr’)%s; which
could then probably be determined at t =t; It might also allow the determination of
(kr’)"2s2 and would certainly lead to a considerable simplification of the experiment

design.

Figs. 8A, 8B and 9 illustrate the determination of (kr')’26; and (kg’)°22 with the
start and end of the integration procedures being set at t =t; and t = t; (for Figs. 8A and 9)
and t =T and t =t; (for Fig. 8B). It should be noted that the origin for the plots in Figs. 8A
and 9 is well-defined near t =t; (where dA8/dt ~ 0) which is the point in time at which we
require the heat transfer coefficients. The small values of the absissae should be especially
noted as should be the degradation of the performance when setting the origin at t = T (Fig.
8B) compared to t = t; (Fig. 8A). The evaluation of these heat transfer coefficients (with
the origin set at t = t;) became one of the targets of the ICARUS procedures; the values
determined for these sets of measurements are listed in Columns 6-9 of Table 1. The values
of (kr’)%261 determined in this way are somewhat larger than the values of (kg’)2;
determined at the same point in time listed in Column 10 of Table 1. This is expected as

the extrapolations in these Figures determine (kg’);; att =t; (rather than (kg’)21).

We would expect the means of (kr’)%61 and (kr’) 26, (Columns 6 and 8 of Table 1)
to be close to the means of (kg')1 and (kg’)2, (Columns 2 and 3 of Table 1). Table 1 shows

that this is indeed the case.

Fig. 10 illustrates the determination of (kg’)"27; and Columns 11 and 12 of Table 1

list the derived values. The determination of the heat transfer coefficient at t = T is not of

13



any particular significance and this particular method of evaluation was not included in the

ICARUS package.

Figs. 11-14 illustrate the determination of (kr’)*36; and (kr’)%62 based on forward
integration of the data fromt =t;. Here Figs. 11 and 12 use the first 33 data points adjacent
to t =t; while Figs. 13 and 14 use the 33 data points adjacent to t = T. It can be seen that
these evaluations are unsatisfactory from several different points of view. In the first place,
the origin of the plots is not well-defined ( dA6/dt= as t — t;); secondly, the range of the
extrapolations required is too long (see especially Figs. 11, 13 and 14); thirdly, the values
of the absissae are large and comparable to the ordinates (see especially Fig. 12). It is not
surprising therefore that the determination of the heat transfer coefficients using these
particular procedures fails (see Columns 12-16 of Table 1). It was pointed out that
evaluations near the end of the calibration pulse (Figs. 13 and 14 and Columns 17-20 of
Table 1) would be more satisfactory than those based on the region close to the start of this
pulse, t =t; (Figs. 11 and 12 and Columns 13-16 of Table 1). As the time at which the
derived heat transfer coefficients might apply was uncertain, the procedures based on the
forward integration of the data sets was excluded from the ICARUS [see Footnote
(8)]. However, the evaluation of (kg’)"3; near t = tp, Column 21 of Table 1, was included to

serve as a check on the evaluation procedures.

Footnote (8) However, we believe that the evaluations carried out by the group at the New

Hydrogen Energy Laboratories have been based on such forward integrations, see Part II

(8]

It is important to point out a major limitation of these data analyses. It can be seen
that the time-dependence of the evaluated heat transfer coefficients e.g. see Figs. 3 and 6,
is entirely in accord with the expected behaviour, equations (A.1) and (A.2). It was
therefore hoped that the derived values of the water equivalents, CyM, could be used to

provide the minor corrections to the level of the electrolyte required to allow the

14



presentation of the derived heat transfer coefficients on a single plot versus the electrolyte
content of the cells. However, this hope could never be realised; the equivalents are
derived from the slopes of the plots such as those in Fig. 7A-10. Inevitably, this introduces
errors into the estimations of CpM and the accuracy of these water equivalents is therefore
insufficient to allow the corrections of the heat transfer coefficients for changes in the level

of the electrolyte between the successive measurement cycles.

In view of this deficiency, a level controller was added to the ICARUS -1 system in
the development of the further ICARUS -2 instrumentation. The principle of this level
controller is illustrated in Fig. 15B and it was estimated that this would reduce the errors of
the heat transfer coefficients between successive measurement cycles to ~ 0.04%.
However, these level controllers were never used. It was also apparent that it was necessary
to control the level of the water baths surrounding the calorimeters, but such level

controllers were never constructed.

Fig. 15B also illustrates a further feature of the instrumentation: the proposed use of
the cell currents to drive the resistive calibration heaters. This aspect is discussed further

below, see Fig. 20.

It is also necessary to assess the errors inherent in the various evaluations of the
heat transfer coefficients which can be conveniently carried out by using the relevant
standard deviations. Thus Fig. 16 shows the standard deviations of 10° (kr’ )17 and
10° (kr’)1; as a function of time for Days 1 and 2 of the measurement cycles. The second is
lower than the first by about (6) “ as would be expected if these differential coefficients
show normally distributed random errors (due principally to errors in the temperature

measurements cf. Fig. 4).

Next, Fig. 17 shows the standard deviations of the integral lower bound heat
transfer coefficients (kr’)21 and (kr’)2;. Note first of all that 6 (kr’),; is much smaller than
G (k)11 which illustrates the benefits of using the integral rather than the differential

coefficients. However, we find that 6(kg’)21 > 6 (kr’)2; which is clearly impossible. This

15



result is, in fact, due to the systematic decrease of (kr’)2; (and of all the other heat transfer

coefficients) with time.

The effects of these systematic variations with time can be taken into account by
evaluating the standard deviations about the median centre lines. The effects on the results
in Fig. 16 are entirely negligible (of order 10"* i.e. 0.00001 on the scale of Fig. 16)
confirming that the fluctuations are due to random errors. The effects on the standard
deviations of the integral heat transfer coefficients are shown in Fig. 18. We see that
6 (kr’)21 is now of the same order as G (kr’)2;. We would expect it to be much smaller but,
evidently, we now reach the limit of the evaluation procedures: we cannot investigate
random or systematic errors in these coefficients if these are less than 0.00001 x 10° (kr’) as

this is the cut-of f limit of the interpretation. [see Footnote (9)]

Footnote (9) However, we see that the integral heat transfer coefficients in Figs. 6-10 are
not statistically independent as the process of integration uses all the preceding values of
the coefficients. Fig. 19 shows we can get round this difficulty in principle; we section the
data (here into sectors of 28,650 s duration) so that we obtain a series of statistically
independent values of (kr’)2;. However, note that these values will converge onto the
relevant plot of (kg’)n versus time. A realistic application of this methodology would
require a raising of the rate of data acquisition (desirable for other A practical
limit is set by the time-lags in the glass shields surrounding the thermistors-say ~ 10 s. This
would allow the making of ~ 60 measurements of statistically independent values of (kg’)2;
over a two day period. However, it is debatable whether such an investigation would be

useful as these values of (kr’)2; would converge onto the (kg’);; median line.

An alternative way of testing the errors of the integral heat transfer coefficients is to
apply equation (A.13) to the data and to then evaluate the standard deviations of the

derived values of (kg’)°2;. This method has the advantage that it simultaneously tests the
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applicability of the differential equation modelling the calorimeters by testing whether the

heat transfer coefficients can be represented by a single, time-independent value.

Fig. 20 gives the results for days 1 and 2 and for days 9 and 10 of the measurement
cycles. If we exclude the first ~ 100 points in the integration procedure, we find that the
relative standard deviations 6 (kg’)%; / (kr’)%21 is just 0.0056% for the measurements on
Days 1 and 2 (i.e. better than the specification 0.01% for the instrumentation). The
comparable relative standard deviation for Days 9 and 10 is 0.015% which is actually better
than the 0.1% which was specified for the instrumentation. However, closer inspection of
the data in Fig. 20 shows that the results for (kr’)"; actually fall into two groups separated
by the cessation of the calibration pulse. The relative standard deviations on the two sides
of this dividing line are 0.0023%. The mismatch of the kind observed for Days 9 and 10 is
presumably due to errors in the power delivered by one or both of the polarising circuits
used to drive the cell and the calibration heater. The circuit illustrated in Fig. 15B was
therefore devised to use the same current supply to drive both the cell and the calibration

heater. However, this feature of the switching boxes was never put into use.

We observe that notwithstanding the errors illustrated in Fig. 20, the relative
standard deviations are so small that it should be possible to make thermal balances to
within 0.1 mW for a typical input of 1 W to the calorimeters. The analysis presented above
indicates that such balances should be made using the integral heat transfer coefficients
(kr")22estimated at t = 0. Table 2 illustrates such a calculation made using the seven
applicable measurement cycles. We can see that the rate of excess enthalpy generation
shown in Column 8 is 0.0011 W. These rates, also shown in Figs. SA and B in comparison
with those calculated using the differential heat transfer coefficients (kr’)2, are
approximately equal to the rates which may be calculated for the reduction of
electrogenerated oxygen present in the cell (compare[15]). It will be clear that we must
regard the rates as being constant during each measurement cycle, an assumption which is
evidently justified. The data shown in Column 8 of Table 2 confirm that such rates can be
estimated to within £ 0.0001 W which requires that the accuracy of the true integral heat
transfer coefficient is nearly equal to the precision of the lower bound values, i.e. that the

errors are ~ * 0.01%.
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Discussion

The material presented in this paper shows that exact data analyses should be based
on the evaluation of the true integral heat transfer coefficient, (kr’)22, coupled to the
integral lower bound heat transfer coefficient(kg’)2;. Accurate and precise estimates of
these coefficients can be obtained from (kr’)%e2 and (kr’)°261, the values that apply to the
calibration period t;<t<t,. The procedure which we have illustrated here was part of that

incorporated in the ICARUS-Systems methodology (3).

The accuracy of (kr’)22 and precision of (kr’)2y are very nearly equal with errors of
~ 10.01%. Such errors can in fact be estimated from the errors in the temperature
measurements coupled to the averaging procedures which have been described in this
paper. The accuracy and precision which can be achieved should be compared to the rather
wild statements have been made in the literature about the accuracy of this type of
instrumentation. Such statements can be seen to be the outcome of inadequate experiments

coupled to inadequate and incomplete interpretations.

It will be seen that the application of the integral heat transfer coefficients requires
that the rates of any excess enthalpy generation be constant in time. In turn this requires
that the experiments be carried out using suitable “blank systems “. If the rates of excess
enthalpy generation vary with time, we will inevitably conclude that the instrumentation
has enhanced errors. Moreover, such a conclusion will apply to any calorimetric system
which we might propose. The lack of execution of “blank experiments” is undoubtedly a

contributory factor to the confusing statements which have been made in the literature.

The wild statements made in the literature extend also to the effects of the rates of
reduction of electrogenerated oxygen. These rates can be estimated perfectly adequately by
carrying out suitable “blank experiments”. We note that if the precision and accuracy of the
experimentation is lowered to say 1%, it will then be impossible to measure such rates;

equally, it will be impossible to monitor the build-up of excess enthalpy generation until
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this has reached specific rates in the range 0.1-1 Wem™. Such deficiencies are no doubt at
the root of many of the further confusing results and statements which have been made in

the literature.

We observe also that the calibration of the cells could be based equally well on the
determination of the lower bound heat transfer coefficients for suitable “blank
experiments”. The use of such heat transfer coefficients in the data analysis for Pd-based
cathodes in D,O-based electrolytes will then automatically discriminate against the
contribution of the reduction of electrogenerated oxygen to the total rates of excess

enthalpy generation.
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Appendix Part ]

It has been established that at low to intermediate cell temperatures (say 30° < 0 < 80°) the
behaviour of the calorimeters is modelled adequately by the differential equation

C,M (dA6/dt) =[Bea(-Etpermoneuratba]]  + QA1)
change in the enthalpy input rate of excess
enthalpy content due to enthalpy
of the calorimeter electrolysis generation

+AQH(t-,)-AQH(t-t;) - (3VAF[P/{P*-P}](Cy,p,0.¢-Cpp,0.1)A0+L]

calibration pulse rate of enthalpy removal by the gas stream with

E ey TCfEITE tO the bath temperature
- (k)0 1-1] {F1(0Y0’ a4 pAO}

time dependent  effect of effect of

heat transfer radiation  conduction
coefficient

With the calorimeters supplied with the ICARUS Systems, the conductive contribution to heat

transfer is very small. This term could therefore be “lumped” into the radiative terin by allowing for
a small increase in the radiative heat transfer coefficient:

Radiative heat transfer = (kg’)’{1-yt] [(Orau+20)*-8*baur] (A2)

The values of the pseudoradiative “heat transfer coefficient, (kr*)°[1-yt], derived are close to
those calculated from the Stefan-Boltzmann coefficient and the radiative surface area. If the time
dependence of the heat transfer coefficient is not included explicitly in equation (A.2) then

where the pseudoradiative heat transfer coefficient, (kg’), now shows a weak time-dependence.
The simplest starting point is to assume that there is no excess enthalpy generation in the

calorimeter and to evaluate a corresponding “differential lower bound heat transfer coefficient” at a
time just before the end of the calibration pulse, t=t, :

This was the first heat transfer coefficient used in our investigations, hence the designation
(kr’);. It will be apparent that the differential lower bound heat transfer coefficient (kz’);,, may be

evaluated at other points of the measurement cycle, by changing the enthalpy input due to the
calibration pulse to

AQH (t-t,)- AQH (t-t,) (AS)

It is next necessary to evaluate a “true heat transfer coefficient”. The simplest procedure giving
(kg’), near the cnd of the calibration period at t=t, is obtained by including the calibration pulse
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where we now have

(A7)

It can be seen that we need to estimate the cell potential, the cell temperature and the differential

of this temperature at the time t=t, which would have been reached in the absence of the calibration
pulse [see footnote (A.1)]

Footnote (A.1) This evaluation was carried out in a somewhat different manner in the initial
studies (1), (2), (10) in an attempt to avoid the disadvantages of such interpolation procedures. The
values of (kg")1; and (kg’), obtained were used as starting values for the non-linear regression
procedure used at that time (2). As we could not make this procedure “user friendly” with the
compuiing power then available to us and as, more especially, the methodology which we adopted
was evidently not understood (11). (for a firther example of such misundesstanding see(8)) we

adopted the methodology described in the present paper. This methodology was also the basis of
the ICARUS Systems (3).

As is explained in the main text, it is preferable to base the evaluation of the “raw data” on
the integrals of the enthalpy input and of the temperature functions rather than to lower the

precision and accuracy of the evaluations by using the differentials of the inherently noisy
temperature-time series.

For the backward integrals starting from t ~ T we obtain

S,trnet enthalpy input (7)dt - C_M[AB(t) - A(T)} Qft-T] (A.8)

while forward integration from the start of the measurement cycle

(k) = j;net enthalpy input (t)dr - C,M[AB(t) - AG(OX- Qdt]

(A9)
f fiO)de

The evaluation of the heat transfer coefficients applicable to particular time regions

(j = 5,6,7.8) simply requires changes in the lower limits of the relevant integrals.
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The evaluation of the “true heat transfer coefficients” requires the combination of
the enthalpy inputs in equations (A.8) and (A.9) with the thermal inputs made at one or a
series of points. This can be carried out in a number of ways; we confine attention here to
the procedure originally suggested in the handbook for the ICARUS - 1 System (3) If we

consider (kr*)s62 and if we make a thermal balance just before the application of the

calibration pulse, then if the system has relaxed adequately so that we can set dA6/~0

0 = [Net enthalpy input (t;)][t- t;] + Qft- t;] -
(k)2 {[(@van + AO(t1)]" - 6%} [t- 1,] (A.10)

Combination with equation (A.9) (with the appropriate change in the lower limit of the
integration) gives

I fi(6)de i fi(0)dr
t ty
(A.l])
The corresponding equation for (kg’),s; follows from (A.11) on replacing t; by to. It is

convenient to write all the equations for the determination of the relevant heat transfer
coefTicients in the “straight line form” e.g.

| fhet enthalpy input (t)dt -[ net enthalpy input (t,)][ t - t]

= CMIADB(t) - AB(12)] + (kg*)’s60
I fi©)de

(A12)

where (kr’)%s2 canbe seen to be the value of the integral heat transfer coefficient at

t =t, The value of't, should be chosen to be the mid-point of the measurement cycle as
(kg’)°2¢2 is the most useful (and well defined) value of the true heat transfer coefficient. It
should be noted that extrapolations such as (A.12) automatically remove the effects of CpM
on the value of the derived heat wransfer coefficient (a desirable feature because the water

equivalents of the cells bave the highest errors).
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The integral lower bound heat transfer coefficient, (kr’)*2, (equation (A.8) with T
replaced by t,) and the integral true heat transfer coefficient , (kg’)%,,, (equation (A.12))

were the “target procedures” for the [CARUS -style evaluations of the experimental data
(3.

It should be noted that the definitions of the integral heat transfer coefficients given in
this Appendix have regarded these coefficients as being constant in time whereas we would,
in fact, anticipate a weak time dependence e.g. equation (A.2) or Fig.6. This weak time-
dependence causes an equally weak time-dependence of the derived heat transfer

coefTicients. Use of the more exact equation (A.2) gives for example for the derived values
of (kr’),; in (A.8)

(kear = (k) 1- (T + 417 (@)t} £,(0)d] (A.13)

where (kg’)’;1 is the value of (k') at t = T. An ultimate test of the validity of the
representation of the calorimeters by the differential equation (A.1) is therefore the question
of whether the heat transfer can be represented by a single time-dependence coefficient,

here (kr’)°;1. This question is discussed further in the main text.

We also note that if we regard £,(0) as being constant throughout the measurement cycle

(which is a rough approximation for the case of the “lower bound heat transfer
coefTicients™) then (A. 13) becomes

(kr')a1 = (kg’)’nl 1+¥(T - 1)/2] (A.14)

Similarly, we obtain

(A.15)

where (kg’)%; is now the value of (kg’)s att=0. It follows that the slopes of the plots

of (kr’)21 and (kR’)s versus time are roughly one half of the plot of (kg’),; versus time (cf.
Fig. 6)

For a more complete discussion sec (13), (14),
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TABLE 1

Days

land 2

3and 4

5and 6

7 and 8

9and 10
11 and 12
13 and 14

15 and 16

some important values of the heat transfer coefficients.

ICARUS METHOD i
2 3 4

10°(kg),  10°(kg)z 10°(kg)’ss)
/WK /WK /WK™*
near t—t, near t=t; neart-0
0.6215
0.61913 061706 0.62179
062056 0.62016 0.62177
0.62043 062202 0.62205
062049 0.62446 0.62192
062075 0.62139  0.62207

0.61972 0.6185 0.62172

0.61985 0.62051 0.62172

AK?!
r

-3498
-0.99961
-331.6
-0.99955
-348.2
-0.99961
-349.6
-0.99987
-356.9
-0.99838
-355.6
-0.9998
-3623
-0.9995
-348.3

mean mean
062013  0.62059

-0.99964

16°G5% 6
/WK’
near t-t,

0.61953
062115
0.62123
0.62087
0.62135
0.62071
0.62065

mean
0.62078

ICARUS METHOD

7

)
r

-348.6
-0.99975
-340.2
~0.99991
-340.7
-0.99993'
-341.1
-0.99993
-339.8
-0.9999
-337.5
-0.99994
-339
-0.9999

8

10°(kg') 262
/WK*
near t—ty

0.6196
0.62124
0.62111
0.62085
0.62133
0.62101
0.62064

mean
0.62083

/IK!

r

-397.4
-0.99977
-339.1
-0.99993
-340.2
-0.99992
-341.1
-0.99994
-339.7
-0.99991
-336.1
-0.99994
-338.9
-0.99994

10

11

10°(kg)%; 10°(kg')’zy

/WK™

at 129,000s

0.619035
0.618326
0.619428

0.61979
0.619579
0619157

0.61874

0.618502

0.61884

0.61976

061916

0.61977

0.61951

0.61913

0.61885

12 13
10°(k)’ &
/1K /WK’
evaluation
near t-t;

-3225 0.63367

-0.99993

-327.7 0.62719
-0.99999

-326.8 0.64828
-0.99998

-330 0.62242
-0.99999

-329.7 0.63371
-0.99998

-325 0.64916
-0.99997

-321.8 0.61047
-0.99907

14 15

/K /WK
evaluation
near t=t;

-282.1 0.8132

-0.98786

-310.2 0.70098

-0.99862

-211.4  1.15002

-0.88512

-341.2 0.53265

-0.98509

-273.5 0.94799

-0.9667

-205.2 094681

-0.96089

-408.6 -0.33424
-0.90565



ac

16 17
102 e 5B
/K /WK™
T evaluation
near t=t;
-281.4 0.62032
-0.99827
-310.9  0.62094
-0.9997
-181.1 0.62086
-0.969
-363.3 0.62099
-0.99973
-2425 0.62094
-099231+
=211 0.62041
-0.98956
-580.7 0.62044

-0.98163

18 19
10°(kg") 362
K
r evaluation
near t=t,
-321.6. 0.62331
.0.99891 =
23411 062017
-0.99927
23479 0.61934
-0.99782
-3387 0.62131
-0.99951
-375.7  0.61925
-0.99921
-3289 0.62007
-0.99926
23299 0.61872
-0.99978

20

K
r

-3234

" 099914

-340.6
-0.99941
-347.5

-339.4
-099952
-375
-0.99933
-320
-0.99808
-332.6
-0.99964

ICARUS
METHOD
21

10°(kg")s
/WK™
near t=t,

0.61886
0.62028
0.62063
0.62102
0.62704
0.61704

0.61734
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Table 2
Thermal balances usin the integral heat transfer coefficient based on backward of the data sets.

] 2 3 4 5 6 8
Days input dr 10®° £,(8)d 10°(kg")z6; 10°(kg')zs2 thermal output  equivalent
/) K's /WK . wk? - dt excess rate
near t=t,  near t=0 /] /J w
3and4  140501.1 2266402  0.6187  0.6195 181313  0.00109
5and6 228529.4 0.62034 0.62114 1419488 182824

7and8 1417744 2284843 0.62021 0.62101 141891 182.788 0.00110
9and 10 143166.6 230672.1 0.61995 062075 143189.7 184.538 0.00111

11 and 12 143956.7 2318442 0.62043 0.62123 1440286 185476 0.00112

13 and 14 145003.8 2337724 062011 0.62091 145151.6 187.018 0.00113

15 and 16 144858 233584.8 0.61974 0.62054 1449487 186,868 0.00113
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Fig. 2 Plot of the “raw data” for days 9 and 10 of the “blank experiment”.

Pt cathode (¢ = Imm, ¢= 2cm) polarised at 0.2A in 0.1 M LiOD/ D,0.

Estimates of the pseudo-radiative lower bound heat transfer coefficient, (kg’);, and of the
pseudo-radiative true heat transfer coefficient, (kg’),, can be made near the end of the

calibration period att =t,.
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Fig. 3 The values of (kg");, 4, and of (F;’), 1, B , fordays 1 and 2 of the measurement
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Fig. SA The differential rates of excess enthalpy generation calculated with a true heat
transfer coefficient varying with time, €. The figure also shows rates calculated using the
integral value of the heat transfer coefficient &, see table 2 below.
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Fig. 5B The differential rates of excess enthalpy generation calculated using a single
value of the true heat transfer coefficient at t = 86,400s, 4. The figure also shows rates

calculated using the integral value of the heat transfer coefficients,% , see Table 2 below.
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Fig. 1ISA  Schematic of the polarising
circuit used with the ICARUS -1 System.
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Fig. 15B Schematic of the polarising
circuit used with the ICARUS -2 System.

The figurc shows the provision of the
means of using the cell current to
calibrate the system as well as the means
for testing the level of the electrolyte in
the cell.
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M.H. Miles, Department of Chemistry, University of La Verne, La Verne, CA 91750
US.A.

M.A. Imam, Naval Research Laboratory, Washington, DC 20375-5320, U.S.A.

Abstract

The generation of excess enthalpy for Pd-B and Pd-B-Ce cathodes polarised in
0.1M LiOD/D,0 is investigated using the preliminary methods of data analysis of the
ICARUS-1 (1) and ICARUS-2 (2) Systems. Comparisons are made with the complete
ICARUS-style data analysis of a series of measurement cycles for the Pt-D>O “blank”
system (3) and with the preliminary analysis of a short data section (6 days) for the same
system carried out during 1994 (4).

It is shown that there was only a low level of excess enthalpy generation for the Pd-

B-Ce system ; however, the use of this system in_lieu of a “blank” has failed presumably

because of low and variable rates of excess enthalpy production. For the Pd-B system the
“lower bound” heat transfer coefficient, (kr’)1;, showed an abnormally large variation with
time following the “topping up” of the cell with D,O to make up for losses due to
electrolysis in the open cell. We attribute such variations to contamination of the heavy
water by light water (see further below). This variation prevents the application of the
complete ICARUS -style data analysis, (3), which must therefore remain restricted to the
preliminary methods used in this analysis scheme.

The onset of excess enthalpy generation as well as the intervention of “positive
feedback” was established at short times for the Pd-B system and, in contrast to the

behaviour of Pd electrodes (5), there is no evidence for any threshold value of the current
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density for the onset of this excess enthalpy generation. Furthermore, there is evidence for
“positive feedback” throughout the time range of this experiment which must be attributed
to differences in the protocols used in this experiment in comparison to the earlier studies
(e.g. see (6)).(in particular, to the low current densities used in the present experiment).
It is also shown that the quoted powers delivered to the Joule heater used to calibrate the
cell were in error and this was a contributory factor preventing the use of the full ICARUS
evaluation strategy for this experiment (contrast (3)).

A comparison is made between the levels of excess enthalpy generation reached in
the initial study, (5), and the values achieved in the present investigation which remain

restricted due to the limited range of current densities used.

Introduction

As has already been explained, (3), the present series of papers has been prompted
by the continued opposition to the publications on the topic of “Cold Fusion™ in the
Scientific Literature. The objective of the present papers is to demonstrate the evaluation of
the precision and accuracy of the isoperibolic calorimetry used in the initial investigation of
the phenomenon, (e.g. see (5)), followed by the illustration of the answer to the question :
“why were we so certain that there is excess enthalpy generation during the cathodic
polarisation of Pd-based electrodes 7

In Part I of this series, (3), we have presented a complete ICARUS -style analysis,
(1), (2), of the behaviour of the Pt- D,O “blank system”. The generation of excess enthalpy
in such systems is restricted to that due to the reduction of electrogenerated oxygen which,
moreover, generates an excess rate which is constant in time. We have therefore been able
to carry out accurate evaluations of both the differential and integral heat transfer
coefficients and to use these coefficients to determine the rates of excess enthalpy
generation (for a description of these coefficients, see the Appendix). In line with earlier
assessments ( (1), (2), (6), (7), (8)) we have shown that the optimal precision and accuracy
is achieved when using the integral heat transfer coefficients based on backward integration
of the time series (i.e. integration from long to short times) such as (kr’)26; and (kr’)262-
The precision and accuracy of these coefficients is characterised by relative errors < 0.01%.
In consequence it is possible to evaluate the excess rates to within 0.1 mW, these rates

being due to the reduction of electrogenerated oxygen. An alternative strategy is to carry
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out appropriate signal averaging when using the less precise and accurate differential heat
transfer coefficients (kr’)n and (kr’)i2, (3),. The low values of these rates (of order 1
mW) may be contrasted with the extreme statements which have been made in the
literature .'

The present paper is restricted to evaluations of calorimetric experiments using Pd-
B and Pd-B-Ce cathodes carried out by one of us (M.H.M.) in the Laboratories of the New
Hydrogen Energy Group (N.H.E.) in Sapporo, Japan. It will be shown that these
evaluations have to be confined to the initial assessment of the “lower bound” heat transfer
coefficient, (kr’);, and the “true” coefficient, (kr’)2, carried out near the ends of the
calibration periods t = t3, Fig. 1, as well as the differential “lower bound” heat transfer
coefficients (kr”)n, (kr’)n and (kgr’)11 evaluated throughout the time range of the
measurement cycles (the bars denote averaging procedures, see the The
evaluation of a restricted set of these measurement cycles has already been given
previously. (9), (10), (11).

This division of the present investigation into a number of Parts will also explain
the somewhat strange title “Our Penultimate Paper on the Isoperibolic Calorimetry of the
Pt/D,;0 and Pd/ D,O Systems”. It has been our view that the only paper which would be
justified at the present time would be a comparative evaluation of the various studies of
“Cold Fusion” systems, paying due attention to the precision and accuracy of the various
studies. We would regard such a paper as being *“Our Ultimate Paper on the Isoperibolic
Calorimetry of the Pt/D,O and Pd/ D,O Systems” which might, however, well mark the
beginning of a new phase of the investigation of “Cold Fusion”.

We have identified nine studies which could form the basis of such an “Ultimate
Paper” but, for a variety of reasons, we have been unable to secure the release of the prime
sets of the raw data for all but two of the investigations. We have therefore had to restrict

attention to the measurements on the Pd-B / D,O and Pd-B-Ce / D,O and the Pd-D

' We note that such extreme statements have been based on suppositions rather than measurements; it is
perfectly possible to evaluate such rates quantitatively by carrying out experiments at sufficiently high
precision and accuracy when using appropriate “blank systems”.

We note also that the extreme statcments about the generation of excess enthalpy are frequently
accompanicd by cqually extreme statements about the accuracy of the heat transfer coefficients. In this case
one can usually trace the origin of these statements to the use of inappropriate experiment designs, inadequate
cxecution of the experiment or incomplete evaluations of the experimental data. One may ask : “how would it
be possible for the “lower bound” heat transfer cocfficients to show the large errors which have been
attributed to such cocfficients ?”



codeposition (see (12)) systems carried out by one of us (M.H.M.) during his stay at the
N.H.E. aboratories in Sapporo, Japan, with the proviso that we regard this as a

“Penultimate Study”

Experimental

The Pd-B and the Pd-B-Ce electrodes were prepared by one of us (M.A.L.) at the
Naval Research aboratory, Washington, D.C. The Pd-B electrode was in the form of a

cylindrical rod having a 4.71 mm diameter and 20.1 mm length. This gives :
Volume of electrode = 0.350 cm’
Area of electrode = 3.15 cm?

The composition of this electrode was 99.5% Pd + 0.5% B (weight %).
The Pd-Ce-B rod was of 4.40 mm diameter and 20.05 mm length giving
Volume of electrode = 0.305 cm’
Area of electrode = 2.92 cm?
The Pt - wire used in (3) was supplied by Johnson Matthey
The experimental details have been given in a number of publications most recently

in (1), (2), (3), (9), (10) and (11).

Measurements and Interpretation.

The first step in the ICARUS - style evaluation of the experimental data is the
plotting of A-3 sized graphs of the experimental temperature - time and cell potential -
time series for each measurement cycle of the experimental sequence e.g. see Fi g.l2 The
“straight line” averaging of the plots near the end of the calibration period at t =t, gives

immediately the “robust” estimate of the “lower bound™ heat transfer coefficient, (kg’).

2 In the initial development of this methodology we used a varicty of different sized plots ranging from A -4
to A - 0. For a variety of rcasons we eventually recommendcd the usc of the A - 4 size (1). However, we now
belicve that the A - 3 sized plots arc to be preferred.
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Interpolation of the temperature-time and cell potential-time series between the time
regions t <t; and t,< t < T gives the cell temperatures and cell voltages which would be
reached at the time t = t; in the absence of the calibration pulse, Q. These lead to the
“robust” estimates of the “true” heat transfer coefficient, (kr’)2. The values of (kg’); and
(kr’)2 obtained are listed in Table | and are considered further below.

In the next step of the evaluation, we consider the values of the “lower bound” heat
transfer coefficient, (kr’)1, throughout the measurement cycles. As the evaluation of the
differential heat transfer coefficients magnifies the “noise” of the derived coefficients (due
to the differentiation of the temperature-time series), it is desirable to take suitable averages
of (kr’)11; we have found the 11-point average, (kg’)i1, of (kg’)11 and the further 6-point
average (kr’)i, of (kr’)1 to beuseful in this regard ¥ This process also has the advantage
of successively compressing the data set (from 19,296 to 1754 and then to 292 values for
the 67 days spanning the experiment with the Pd-B electrode ; day 68 is excluded because
the cell boiled dry on that day.

The production of the so-called (kr’)11-spreadsheet by the ICARUS software is an
useful intermediate step in this process of data reduction. Table 2 illustrates an extract of
these spreadsheets produced by the N.H.E. group whereas Table 3 is an extract for the
same data section produced as in the original ICARUS version. (Tables 2 and 3 cover the
region of the onset of the calibration pulse at t = t; = 94167775 s). We can see an
immediate shortcoming of the spreadsheets used by N.H.E.: the rate of enthalpy input by
the calibration heater has been entered as zero throughout the time range (column 10 of
Table 2). In consequence it is not possible to interpret the derived values of (kr)11
(columns 13 and 19 of Table 2) nor to assess whether the enthalpy inputs delivered by the
polarising circuit of the cell and by the calibration heater have been given correctly. On the
other hand, the original ICARUS-style spreadsheets illustrate these points immediately.
Thus Table 3 shows that the derived values of (kr’)i; which apply to the time region
before the application pulse i.e. t < t; (column 15 of Table 3) differ from the values for
t > t; (column 16 of Table 3). Alternatively, we can consider the values of (kgr’);; shown in
heavy type in Table 3. We can conclude at the outset that there has (or have) been one (or

several) mistakes in the execution of the experiment. Thus the powers delivered by the

e Averaging beyond the level of (kg’), is not useful as the “noise” then becomes dominated by the
systematic decrease of (ky’);; with time (due to the progressive fall of the level of the clectrolyte).
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polarising circuit or to the calibration heater (0.2500 W) may have been incorrectly given
and/or the experiments may have been wired up incorrectly (using the wires supplied with
the ICARUS-1 system for the ICARUS -2 system). We will consider these points further
below* We have therefore used the original ICARUS approach in carrying out our
evaluation of this experiment. We note that we have used the values Epemmoncutrat.cenn = 1.527
V and C,M =490 JK™' in the calculations. The second assumption would certainly have to
be changed in more exact evaluations (compare (3)).

We consider next the values of (kg’) at short times, Fig. 2. We have to ask. “what
can be the cause(s) of the remarkable differences between the time dependence observed
for the Pd-B electrode and that for the Pt/D,O blank system ?” The figure also shows
(kr’) 1) for the Pd-B-Ce electrode where the values of (kr’)(; have been averaged over the
whole data set so as to remove the effects of random fluctuations. We note that (kg’); for
the Pd-B system is initially low which we attribute (as in 6)) to excess enthalpy generation
due to the absorption of D* in the Pd lattice (an exothermic process). On saturation of the
electrode, the value of (kg’)i| thenrisesto ~ 0.845x1 0° WK™ which we assume to be
close to the “true” value of the heat transfer coefficient for a system showing little or no
excess enthalpy generation. However, the “lower bound™ heat transfer coefficient then falls
due to the onset of such excess enthalpy generation > The behaviour for t < 172,800 s (i.e.
Days 1 and 2) is closely similar to that which has been discussed previously (6).

At still longer times (Day 3) we observe the development of “positive feedback”
signalled by the progressive decrease of (kr’)( induced by the heater calibration pulse and
the delayed relaxation of (kr’): following the termination of this pulse. We note that the
measurements for the Pt/D,O “blank system”, (3), do not show any of the effects seen in
the Pd-B/ D;O system which can be explained entirely by the intervention of excess
enthalpy generation.

Fig. 3 shows the behaviour of (kgr’)(; for the polarisation of the Pd-B electrode for

Days 1-67 of the measurement cycles ; we have excluded Day 68 during which the cell

* It appears that the group at N.H.E. wanted to asscss whether the power input to the calibration
heater could be correctly recovered from the rate of excess enthalpy gencration shown in columns 12 and 18
of Table 2. It docs not appear to be sensible though to combine a term, AQ, which is known exactly, with a
term which is subject to the fluctuations introduced by the “lower bound™ heat transfer coefficient. There arc
also further objections to the procedure adopted by N.H.E. (10), (11).

5 Note that the rate of decrease of (ky’);; with time at the cell current~ 0.15 A is more rapid than that of
(kg"), for the Pd-B-Ce system at the higher mean cell current ~ 0.42 A
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boils to dryness. In this case (k r’)11 is the scrolling 6-point mean of (k)i .° The figure
also shows the variations of (kr’)i; for the Pt/D,O “blank experiment” (3) as well as the
predicted changes A (kr’)( at the centre point (t = t,) of each measurement cycle. These are
based on the known effects of changes in the electrolyte level within the cells (using both
the data for the Pt/D,O “blank experiment” and the changes observed when using the Pd-
B-Ce electrode, Fig. 2) coupled to the schedule of additions of D;O to the cell.

We observe that the changes in (kg’)1( for the Pd-B electrode are much larger than
any which could be attributed to changes in the electrolyte level and , furthermore, that the
amplitudes of these changes do not correlate with the amplitudes of A (kgr’);(. However,
some of the repeated increases of (kgr’)i( for the Pd-B experiment do correlate with the
addition of D,O to make up the electrolyte following losses of DO due to the combined
effects of electrolysis and evaporation into the gas stream leaving the cell. We believe,
therefore, that some of these additions “quench” excess enthalpy production, the most
likely reason being contamination of some of the samples of D20 used to make up the
electrolyte by HDO. The continued electrolysis in the “open” cell then progressively
removes the added light water 750 that the excess enthalpy production is somewhat
restored. Nevertheless, excess enthalpy production remains restricted.

These effects can also be seen very clearly from the values of the specific rates of
excess enthalpy generation as a function of time for the experiment using the Pd-B cathode,

Figs. 4A-C and 5. The values shown have been calculated using the product
]09(kR’)| 1*£1(8) % We also need the value of the “true” heat transfer coefficient,

109(kR’)|z, but, unfortunately, this cannot be determined from the experiments principally
because the quoted power delivered to the Joule heater used to calibrate the system is
incorrect (see further below). We have therefore used the value 109(kR’)2 =0.855 WK™
which ensures that the estimates of the specific excess enthalpy are positive at all times up

to Day 61 g However, the evaluation on Day 61 shows that IOg(kR’)g must have been at

¢ We have used the scrolling rather than the simple mean of (kg’)(; SO as to adequately illustrate the time-
dependence of the heat transfer coefficient.
7 The H/D separation factor on Pd cathodes is very large (13).

% A better estimatc would be based 0n109(k,<’)“'f|(6) but the diffcrence between these two estimates is within
the crror limits of the experiment

? It is impossible to derive excess cnthalpies which are negative because this would require the cell to operatc
as a spontancous refrigerator (compare (6)). The endothermicity of the cell reaction has already been fully
taken into account by using the thermoncutral potential, 1.527 V.
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least 0.950 WK to ensure that the excess enthalpies on that day would also be positive.
The estimates based on 10° (kr’)2 =0.855 WK therefore give a “lower bound™ for the
specific rate of excess enthalpy generation; nevertheless, we can see that there is excess
enthalpy generation throughout the time range Day 1 - Day 60 and Day 61 - Day 68 even
when using this low estimate of the value of the true heat transfer coefficient.

We note that there are just three periods (Days 4-10, 16-21 and 26-31) during which
the electrode was polarised for a sufficiently long time at constant current to allow valid
estimates of the rates of excess enthalpy generation to be made. This specification of the
length of time required to achieve a reasonably stable rate of excess enthalpy production is
influenced by the effects of “quenching” of these rates due to the “topping-up” of the cells
(see further below). However, it is possible that the measurements on Days 22-24, 36-38
and 41-45 can also be used to make viable estimates of the rates of excess enthalpy
production. The rates we derive are naturally dependent on the chosen value of the “true”

heat transfer coefficient. For the two values 10°(kg’);2 = 0.855 and 0.950 WK™ we obtain

Time logjo(current density 10° (kr)12 =0.855 wK*  10° (kr’)12=0.950 wK*
/mA cm'z) logio(specific excess logio(specific excess
/Wem™) /Wem'™)

Days 4-10 1.68 -0.921 -0.523

Days 16-21 2.20 -0.102 0.224

Days 22-24 2.10 -0.244 0.0974

Days 26-31 1.80 -0.745 -0.351

Days 36-38 2.10 -0.366 0.0624

Days 41-45 2.20 -0.356 0.187

We believe that the values calculated with 10°(kr’);2 = 0.950 WK™ are more representative
of the behaviour of the system than the values calculated with 10°(kr’)12 = 0.855 WK™. In
Fig. 5 we compare the former values with the specific rates of excess enthalpy generation
determined in the Preliminary Investigation under a wider range of conditions (5).

We note that one important step in the production of the electrodes used in the
Preliminary Investigation was the melting of the palladium in the presence of calcium

boride (so as to ensure a low level of the oxygen activity in the system). The close
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agreement of the two sets of results is perhaps therefore not surprising; however, one
should not attach undue significance to the numerical values because the level of the
specific rates of excess enthalpy reached is evidently dependent on the protocols adopted
for the experiments. Thus prolonged polarisation leads to a marked increase in the level of
excess enthalpy generation, Fig. 4C, leading to the “boiling to dryness” of the cell.'”” There
is evidently a complex interplay between the level of the rates of excess enthalpy
generation and the cell temperature which is also illustrated by the persistence of the effects
of “positive feedback™ shown in Fig. 4 .'' 2

We also need to consider further the variation of (kg’);; with time, Fig. 3, and
relationships between (kg’);. (kx’)2 and A(kr’), Table 1. The lack of any quantitative
correlation between (kg’);| for the Pd-B electrode with the predicted values of A (kr’)1,
raises the question whether such a correlation might be observed for the “true” heat transfer
coefficients such as (kgr’)2. Fig. 6 shows that whereas the changes in (kg’), are essentially
within the range of the changes in A (kg’), the correlation is very poor : we simply obtain
essentially a “scatter diagram”. The major reason for the high degree of scatter is the
contraction of the measurement cycle from the recommended 2-day duration to 1-day so

that the duration following each perturbation was insufficient to allow an adequate

' The values of the rates of specific excess enthalpy generation shown in Fig. 4 are averages over 3,300 s.
The rate reaches ~280 Wem™ in the measurement intervals (each lasting 300 s) immediately preceding the
“boiling to dryness”

The experiment was observed closely by one of us (M.H.M.) during this phase. The Pd-B electrode
was obviously the hottest part of the cell and vigorous boiling and swirling action was centred around the
electrode. The group at N.H.E. were evidently not interested in the phenomenon. The whole experiment was
conducted during this period Dec. 5 (1997) - Feb. 10 (1998) (Day 68 of the measurements).

"' The persistence of these effects is due to the protocol used in this experiment (polarisation of the cell at low
current densities which were in theregion required for the onset of the phenomenon, (8).). By contrast, in the
earlier studies, the current density was raised once the effects of “positive feedback” could be detected so as
to drive the cell towards the boiling point. It was found that prolonged operation of the cell in the region for
the onset of “positive feedback” could destroy the phenomenon of excess enthalpy generation. It may well be
that the operation of the cell on Day 48 is an illustration of these effects.

"’The ICARUS -2 system was designed so as to allow the injection of mueh higher levels of Joule heat using
the resistive heater compared to the levels used in the Preliminary Investigation and in the ICARUS -1
system. 1t was intended that this should lead to a systematic investigation of the effects of temperature on the
level of excess enthalpy generation. However, the facilities installed were never put into use. (see also the
Discussion)

It was also envisaged that the rate of data acquisition should be increased say, to a measurement
point every 11 s. This limit is set by the time-lags in the thin glass shields surrounding the thermistors.
However, such time-lags could also be taken into account in a more elaborate data analysis scheme.

The benefits in increasing the rate of data acquisition will be apparent (improvements to the
precision and accuracy of the evaluations) although such benefits are largely in the nature of “gilding the
lily”.
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relaxation of the time-series. This inadequate relaxation of the time-series is aggravated by
the fact that the duration of the calibrations, (t,-t;) iﬁ the systems used by N.H.E. was only
6 hours. Elimination of the most inadequate calibrations leaves a set of just 22
measurement cycles and Fig. 7 shows that there is now a reasonable correlation between
(kg)zand A (kg)."

A further surprising feature of the evaluations of (kx’); and (kg’)2, Table 1, is that
(kr')2 is systematically lower than (kg’), throughout nearly the whole time range of the
measurement cycles. We note again that it is not possible for the “lower bound™ heat
transfer coefficient to be larger than the “true” value because this would require the cell to
be a spontaneous refrigerator which contravenes the Second Law of Thermodynamics : the
endothermicity of the cell reaction has already been taken into account by using the
thermoneutral potential in the modelling of the cell. Observation of restricted time ranges
in which the “lower bound™ heat transfer coefficients exceed the “true” values may be
explained by the intervention of “positive feedback” (14) and this may well account for
some of the reports of such effects (15) (see also the effects illustrated in Fig. 2 and 4).
However, the extended observation of such effects, Table 1, points to a malfunction of the
experiment which is also indicated by the changes in the “lower bound” heat transfer
coefficient in the region of the application of the heater calibration pulse, t;<t < t, Table 3.
The most likely explanation is that the value of AQ given is incorrect ; we note that an
increase of AQ from 0.2500 W to ~ 0.2725 W would remove the anomaly and would give
(kr’)2 in the neighbourhood of 0.850x 10° WK™ over the whole experiment duration
(within the limits set by A(kg’)).

We have already noted that the experiments on the Pt/D,O *“blank system” show
that the “true” heat transfer coefficient is slightly larger than the “lower bound” value
(based on the much more precise and accurate evaluations using the integral heat transfer
coefficients (3)). This would, of course, be expected as there is only a low level of excess
enthalpy generation in this system due to the reduction of electrogenerated oxygen. Bearing
in mind the nature of the results given in Table 1, a comparable evaluation of experiments

carried out by the N.H.E. group is highly desirable. Unfortunately, it appears that this group

" This correlation is as good as onc can reasonably expcct bearing in mind that (kg’)a is the least accurate

way of calibrating the calorimeter as well as the marked variation of the ratc of excess enthalpy production
with time (e.g. sec Fig.3 and 4) due to the contamination of the electrolytec by HDO
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never carried out these essential “blank’ experiments. We do, however, have the
preliminary details of some “blank” experiments carried out at the beginning of 1994
which were strictly in accord with the ICARUS-protocols. An example of the time series
for one of the measurement cycles of experiment 4141 is shown in Fig. 8 14 We obtain the

following values of (kg’); and (kgr’)2;

We believe therefore that the ICARUS-1 system installed in 1993 (and , presumably
therefore, the ICARUS-2 system installed in 1994) behaved exactly as predicted by the
modelling of the calorimeters outlined in the Appendix. This confirms our conclusion that
the strange behaviour observed in Table 1 is due to the use of an incorrect value of the
power delivered to the calibration heater. The marked variation of the rate of excess
enthalpy generation implied by Fig. 3 as well as the uncertainty as to the magnitude of the
power delivered to the calibration heater prevent the application of the full ICARUS-style

evaluation procedures (e.g. see(3)) to the data sets for the Pd-B system.

Discussion

The evaluations presented in this and one of the companion papers, Part | of the
series (3), show that the calorimeter behaves exactly as predicted by the differential
equation, (A.1), modelling the equipment provided we restrict attention to suitable “blank
systems”. For the particular system chosen, the polarisation of Pt-cathodes in D,O based

electrolytes, the only process which can lead to the generation of excess enthalpy is the

' As far as we can tell, this experiment was discontinued after Day 6. We note that if the “blank
experiments” set up at the end of 1993 had becn completed and, if the (kg’);-spreadsheets for these
expcriments were available, it would have been possible to carry out the complete evaluations which have
been itlustrated in Part ] of the present series (3).
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reduction of electrogenerated oxygen. This is a small term (giving an excess enthalpy of
order ~ 1 mW) which, moreover, is constant in time. In consequence it is possible to use
the full analysis developed for the ICARUS-systems (1), (2), (6), (7), (8) and, in particular,
the highly precise and accurate integral heat transfer coefficients (kr’)2¢1 and (kr’)262 ;
these have a precision and accuracy characterised by relative errors < 0.01% and it has been
possible to estimate the excess enthalpy to within 0.1 mW.

The situation is rather different for the Pd-B system considered in the present
paper,. In this case there is an evident ma jor excess term (as indicated by the “lower
bound” heat transfer coefficient, (kr’)11, Fig. 3) which, moreover varies markedly with
time. We have attributed this variation (and, in particular the repeated “quenching” of
excess enthalpy generation) to contamination of the D,O used to replenish the electrolyte
by HDO. Moreover, comparisons of the “lower bound” heat transfer coefficient, (kr )11,
and of the “true” coefficient (kg’) with the predicted variation A (kg’), Figs. 2 and 3
indicate that the quoted power delivered to the resistive calibration heater was in error. In
consequence of these deficiencies, the evaluations have had to be restricted to the initial
methods used in the ICARUS-systems to assess the presence or absence of excess enthalpy
terms (in particular, (kg’)1, (kr’)2, (kR’)115 (kr')i; and (k—T)“). We have shown that these
methods are perfectly adequate to demonstrate that excess enthalpy is indeed generated
during the polarisation of the Pd-B electrode in 0.1MLiOD/D,0.

Nevertheless, we would stress that the evaluations presented in this paper are
incomplete (for example, it would be possible to develop a further set of evaluations based
on the changes in current density in the experiments). Extreme examples of the effects of
such changes are illustrated in Fig. 9 (which is an expansion of a section of Fig. 4). It can
be seen that the level of excess enthalpy generation reached at the higher current density on
Day 25 persists for an extended period following the application of the lower current
density on Day 26. Such effects have been classified as Case 1 of the general phenomenon
of “Heat-after-Death” (16) (see also (6), (7), (10), (11)). The data derived could also be
further interpreted. Such extensions will be the basis of further papers on this topic.

The results presented in this and the companion paper, (3), show that it is possible
to demonstrate the production of excess enthalpy in Pd based cathodes polarised in D,O-
based electrolytes even when using a very restricted set of data (just one electrode). It is

only necessary to assess the performance of the instrumentation (i.e. the “instrument
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function”) by carrying out one (or a set) of “blank” experiments coupled to a complete
evaluation of the data sets obtained as has been done in Part | of this series of papers (3). If
this is not done, we can be easily led to make incorrect statements about the precision and
accuracy of the instrumentation! Once the instrument function has been precisely and
accurately established, it is then possible to analyse in detail one (or a set) of experiments
using Pd-based cathodes as has been done (in part !) in the present paper. It can be seen
that this subsequent investigation leads rapidly to the conclusion that there is excess
enthalpy generation when these Pd-based electrodes are cathodically polarised in D20 -
based electrolytes. We can reach this conclusion even when there are evident shortcomings
in the experiments, here the use of a calorimeter in which the vacuum in the Dewar jacket
had evidently softened (the value of (kr’)2 predicted from the Stefan-Boltzmann
coefficient and the radiant surface area is ~0.76x10° WK™, the contamination of the D20
by HDO coupled to a non-standard schedule of the “make-up” of the electrolyte, the use of
a very restricted range of current densities compared to that originally employed (5) and the
citation of an incorrect value of the power delivered to the Joule heater used to calibrate the
instrumentation (possibly coupled to errors in the wiring of the calorimeter to the
instrumentation). We note that the isotopic purity of the D>O can only be established by
making appropriate analyses (N.M.R. is a suitable technique). The other errors were to be
avoided by using the “switching boxes” supplied with the ICARUS -2 instrumentation, see
Fig.10B, but it appears that these switching boxes were never put into use in the
recommended manner. Furthermore, level controllers for the water in the thermostat tanks

surrounding the cells were not added to the instrumentation.



Appendix Part 1l

It has been established that at low to intenmediate cell temperatures (say 30° < 0 <

80°) the behaviour of the calorimeters is modelled adequately by the differential equation

C,M (dA6/dt) =[Ecet(t)-Etrermoncutratpan]l ~ + Q)
change in the enthalpy input rate of excess
enthalpy content due to enthalpy

of the calorimeter electrolysis generation
calibration pulse rate of enthalpy removal by the gas stream with

Ehemmarea TEferTEd to the bath temperature
- (kx")0 ban[ 1-11] {F1(OV6 i+ 4020} (A1)

time dependent  effectof  effect of
heat transfer radiation  conduction

coefficient

With the calorimeters supplied with the [CARUS Systems, the conductive contribution to
heat transfer is very small. This term could therefore be “lumped” into the radiative term

by allowing for a small increase in the radiative heat transfer coefficient:
Radiative heat transfer = (kg’)°’[1-Yt}{(Cpazs t AO)* 0 pati] (A.2)

The values of the pseudoradiative “heat transfer coefficient, (kg”)°[1-yt], derived are close

to those calculated from the Stefan-Boltzinann coefficient and the radiative surface area. If
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the time dependence of the heat transfer coefficient is not included explicitly in equation
(A.2) then

Radiative heat transfer = (kz”) [(OpartA0)*-0*pam] (A.3)

where the pseudoradiative heat transfer coefficient, (kg”), now shows a weak time-

dependence.

The simplest starting point is to assume that there is no excess enthalpy generation
in the calorimeter (i.e. Qexcess = 0) and to evaluate a corresponding “differential lower

bound heat transfer coefficient”at a time just before the end of the calibration pulse, t=1t, :

This was the first heat transfer coefficient used in our investigations, hence the designation
(kg");. It will be apparent that the differential lower bound heat transfer coefficient (kg’)1;,

may be evaluated at other points of the measurement cycle, by changing the enthalpy input

due to the calibration pulse to
AQH (t-t;)- AQH (t-t;) (AS5)

It is next necessary to evaluate a “true heat transfer coefficient”. The simplest procedure

giving (kgr’), near the end of the calibration period at t=t, is obtained by including the
calibration pulse

where we now have

£(0) = [Bpa+(A02,12)]*-[BratH(A01,1)]* (A7)
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and where we now assume that Q.xcess i$ independent of time

It can be seen that we need to estimate the cell potential, the cell temperature and the
differential of this temperature at the time t=t; which would have been reached in the

absence of the calibration pulse [see footnote (A.1)]

Footnote (A.l) This evaluation was carried out in a somewhat different manner in the
initial studies (5), (17) (18) in an attempt to avoid the disadvantages of such interpolation
procedures. The values of (kg’);; and (kgr’)2 obtained were used as starting values for the
non-linear regression procedure used at that time (5). As we could not make this procedure
“user friendly” with the computing power then available to us and as, more especially, the
methodology which we adopted was evidently not understood (19). (for a further example
of such misunderstanding see (20)) we adopted the methodology described in the present

paper. This methodology was also the basis of the ICARUS Systems.

As there is a large number of methods of analysing the time-series

characterised by their respective heat transfer coefficients, we have designated these

coefficients by (kr’)ijx where

i = 1 denotes differential

i =2 denotes integral with backward integration of the data sets

i = 3 denotes integral with forward integration of the data sets

J =0 denotes the whole data set i.e. 0<t<T

j =35 denotes the region adjacentto t =0
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J = 6 denotes the region adjacent to t =t

j =7 denotes the region adjacenttot=t,

j = 8 denotes a combination of j =6 and j =7
k = 1 denotes “lower bound”

k = 2 denotes “true”

The coefficient (kg ) has usually been written as (kg’);

The present paper has been restricted to the use of the differential heat transfer
coefficients.
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Table 1 The values of 10°(kg),; (at t=t,), 10°(kg);, 10°(kg'); and 10°A(ky) for the .

Time

Day

whole of the experiment with the Pd-B cathode

S

45000
129600
214200
298800
383400
468000
552600
637200
721800
806400
891000
975600

1060200
1144800
1229400
1314000
1398600
1483200
1567800
1652400
1737000
1821600
1906200
1950800
2075400
2160000
2244600
2329200
2413800
2498400
2583000
2667600
2752200
2836800
2921400
3006000
3090600
3175200
3259800
3344400
3429000
3513600
3598200
3682800
3767400
3852000

cell

curentA  /WK™*

0.15036
0.15036
0.15036
0.15036
0.15036
0.15036
0.15036
0.15036
0.15036
0.15036
0.30155
0.40171
0.50234
0.60377
0.60375
0.50231

0.5023

0.5023

0.5023

0.5023

0.5023
0.40173
0.40173
0.40173
0.65383
0.20088

0.2009
0.20088
0.20088
0.20088
0.20088
0.50111
0.50112
0.50114
0.55046
0.40005
0.40005
0.40005
0.55049
0.45015
0.50057
0.50055
0.50055
0.50056
0.50055
0.60144

0.79622
0.84165
0.80416
0.76718

0.7712
0.76435
0.75697
0.79614
0.78931
0.79155
0.79848
0.80423
0.80154
0.77575
0.82144
0.77693

0.7703
077711
0.77055

0.7783
0.77273
0.77621

0.7728
0.76989
0.81459
0.77757
0.78213
0.78021
0.77721
0.77446
0.77725
0.81366
0.81912
0.81192
0.82697
0.79962
0.79487
0.79132
0.80868

0.7942
0.80445
0.79951
0.82979
0.81167
0.81322
0.77963

no calibration

no calibration
fails fails
fails fails
0.7734 0.7578
0.7616 0.7417
0.758 0.747
fails fails
0.7902 0.75
0.7896 0.7465
0.7985 0.7449
0.8029 0.7368
0.8082 0.7408
0.7765 0.7609
0.8172 0.769
07764 0.7564
0.7847 0.7528
0.7778 0.7724
0.7697 0.738
0.7758 0.7372
0.7716 0.7425
0.7765 0.7476
0.7742 0.7598
0.7737 0.7463
0.8144 0.7563
0.7855 0.764
0.7812 0.7559
0.7799 0.7543
0.7768 0.7496
0.7735 0.7415
0.7713 0.7406
0.8139 0.7593
0.8176 0.7438
0.811s5 fails
0.8234 fails
0.7999 0.7835
0.7938 0.7518
0.7906 0.7493
0.8089 0.7589
0.794 0.7587
0.8043 0.7588
0.7993 0.7595
0.8312 fails
0.812 0.7592
0.8201 fails
0.7782 0.777

71

vkt

~0.00075
-0.00225
-0.00376
-0.00525
-0.00187
-0.00337
-0.00488
-0.00638
-0.00049
-0.00199
-0.00395
-0.0023
-0.0032
-0.00874
-0.00113
-0.00303
-0.00313
-0.00816
-0.00332
-0.00834
-0.00351
-0.00803
-0.00095
-0.00497
-0.01024
-0.00219
0.00566
0.00366
0.00165
-0.00037
-0.00237
-0.00588
-0.00473
0.00012
-0.00489
-0.00496
0.00214
0.008
0.00325
0.00934
0.00459
0.01437
0.00937
0.00436
0.01045
0.00495

with Q=
0.2720W

0.8397
038229
0.8282
fails
0.8319
0.8288
0.8334
0.8279
0.8358
0.859
0.8666
0.8512
0.8485
08677
0.8323
0.8325
0.8367
0.8401
0.853
0.8377
0.8545
0.8514
0.8415
08394
0.8344
0.8254
0.8244
0.8547
0.8424
fails
fails
0.8793
0.8467
0.8435
0.8593
0.8556
0.8576
0.8583
fails
08573
fails
0.8813

~0.00075
-0.00225
-0.00376
-0.00525
-0.00187
-0.00337
-0.00488
-0.00638
-0.00049
-0.00199
-0.00395
-0.0023
-0.0032
-0.00874
-0.00113
-0.00303
-0.00313
-0.00816
-0.00332
-0.00834
-0.00351
-0.00803
-0.00095
-0.00497
-0.01024
-0.00219
0.00566
0.00366
0.00165
-0.00037
-0.00237
-0.00588
-0.00473
0.00012
-0.00489
-0.00496
0.00214
0.008
0.00325
0.00934
0.00459
0.01437
0.00937
0.00436
0.01045
0.00495



4
48
49
50
51
52
53
54
55
56
57
58
59

61
62
63
65

67
68

3936600
4021200
4105800
4190400
4275000
4359600
4444200
4528800
4613400
4698000
4782600
4867200
4951800
5036400
5121000
5205600
5290200
5374800
5459400
5544000
5628600
5713200

0.60143
0.55084
0.55083
0.50046
0.50045
0.50045

0.6002
0.60021
0.79985
0.69954
0.50103
0.50104
0.50104

0.8995

1.0008

1.0005

1.0006

1.0005-0.8

0.80446
0.80444
1.0045

0.9989 cell boils dry

0.77198
0.77895
0.77153
0.78316
0.77309
0.76773
0.78085
0.77342
0.78743
0.78118

0.7846
0.77796
0.77343
0.82477
0.85333
0.82455
0.80043
0.80805

0.8011
0.79225
0.80181

0.773
0.779
0.7219
0.7811
fails
fails
fails
0.7756
0.7869
0.7803
0.784
0.7777
0.7729
0.8355
0.8514
0.7826
0.7991
fails
0.8
0.7508
fails
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0.7732
0.7818
fails
fails
fails
fails
fails
0.7443
0.7591
0.7561
0.7609
0.7546
0.7516
fails
fails
fails
fails
fails
0.7342
0.7707
fails

0.01126
0.0055
0.01602
0.01076
0.00576
0.01185
0.00634
0.01267
0.00567
0.00534
0.01313
0.00812
0.01298
0.018
0.01743
0.01726
0.02577
0.01676
0.0087
0.01668
0.00709

0.8792
0.889
fails
fails
fails
fails
fails
0.8446
0.8629
0.8547
0.8562
0.8499
0.8458
fails
fails
fails
fails
fails
0.8381
0.875
fails
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Table 2 Extract from the (k") ;-spreadsheets for experiments FP2-97120402-M7¢c2 (Pd-B cathode) as produced in the evaluation of this experiment provided by NH.E.
Region of start of calibration pulse; Day 29 of the experiment.

Time/s

94156375
94156675
94156975
94157275
94157575
94157875
94158175
94158475
94158775
94155075
94159375
94159675
94159975
94160275
94160575
94160875
94161175
94161475
94161775
94162075
94162375
94162675

0 cell
short

0 cell
long

thermistor theramistor

304.078
304.084
304.083
304.086
304.089
304.077
304.083
304.087
304.076
304.075
304.077
304.079
304.077
304.076
304.069
304.081

304.072
304.069
304.074
304.076
304.078

304.074

304.081
304.075
304.073
304.078
304.08
304.083
304.079
304.074
304.079
304.072
304.079
304.075
304.068
304.074
304.072
304.07
304.078
304.093
304.072
304.072
304.072
304.084

Ecell'V

5.2873
5.2768
5.2934
5.2888
52842
5.2872
5.3085
5.2992
5.2772
5.2785
5.2879
5.2834
5.2857
5.2874
5.2787
3.2796
5.2853
5.2807
52782
5.2846
5.2864

5.294

Icell/A

0.20089
0.20089
0.20089
0.20089
0.20089
0.20089
0.20089
0.20089
0.20089
0.20089
0.20089
0.20089
0.20089
0.20089
0.20089
0.20089

0.2009
0.20089
0.20089
0.20089
0.2008¢9
0.20089

O bath

295.199
295.185
295.184
295.188
295.185
295.196
295.193
295,189
295.199
295.186
295.193
295.184
295.192
295.191
295.192
295.192
295.195
295.176
295.186
295.191

295.182
295.181

dBcell/dt
shost
Qermistor

8.33E-06
833E-06
3.33E-06
1.00E-05
-1.50E-05
~1.00E-0S
1.67B-05
-1.17E-05
~2.00E-05
L67E-06
6.67E-06
0.00E+00
-5.00E-06
-1.33E-05
8.33E-06
5.00E-06
~200E-05
3.33E-06
1.17E-05
6.67E-06
+333E-06
-3.33B-06

Rate of

Rate of

Rate of

enthalpy enthalpy  enthalpy

input/W

0.7528
0.7507
0.754
0.7531
07521
0.7528
0.7571
0.7552
0.7508
0.751
0.7529
0.752
0.7525
0.7528
0.7511
0.7512
07524
0.7515
0.751
0.7523
0.7526
0.7541

rerpoval
by

input
by

evapomtioo calibration

w

-3.04E-03
-3.04E-03
-3.04E-03
-3.04E-03
«3.04E-03
-3.04E-03
-3.04E-03
-3.04E-03
-3.04E-03
<3.04E-03
-3.04E-03
-3.04E-03
<3.04E-03
-3.04E-03
-3.04E-03
-3.04E-03
<3.04B-03
<3.04E-03
-3.04E-03
~3.04E-03
~3.04E-03
<3.04E-03

heater/W

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

10*(Bcelt*
6bath®)

short
thermistor

0.955679
0.957795
0.957785
0.957711
0958357
0.955876
0.956859
0.957721
0.955455

0.95668
0.956184
0.957335
0.956287
0.956278
0.955388
0.956737
0955416
0.957034
0.956567
0.956278
0.957429
0.957082

Rate of
excess
enthalpy
geaeration
n

0.0127
0.0164
0.0107
0.0148
0.004
0.0039
0.0134
0.0021
0.0006
0.012
0.0121
0.0107
0.0069
0.0025
0.0142
0.0134
<0.0011
0.0126
0.0168
0.0129
0.0085
0.0067

10°(k
wx

short
thermistor

0.780256
0.776329
0.782377

0.77806
0.789317
0.789473
0.779478
0.791319
0.792847
0.781007
0.780824
0.782314
0.786256
0.790891
0.778688
0.779483
0.794623
0.780328
0.775915
0.780055
0.784612
0.786493

Water  dBcell/dt
equivalent  long

/K thermistor
(soc text)

-1029.5 667E-06
-1483.99 -1.33E-05
-2707.2 5.00E-06
-988.815 1.17E0S
757.497 8.33E-06
875.337 -1.67E-06
+315.402 -1.50E-05
669.396 0.00B+00
521.396 -3.33E-06
-6683.22 0.00E+00
-1328.65 S5.00E-06
0 -183E-05
1875.943 -1.67E-06
6774 667E-06
-1208.87 -6.67E-06
-2192.87 100E-0S
436,546 3.83E-05
+3292.44 -1.00E-05
952,407 -3.50E-05
-1439.41 0.00E+00
304393 2.00E-05
2502.683 1.50E-05

Rateof 10°(8cell' Rateof 10”(kg)y

enthalpy
removal

by

evaporation

~

<3.04E-03
-3.04E-03
-3.04E-03
-3.04E-03
-3.04E-03
-3.04E-03
-3.04E-03
~3.04E-03
-3.04E-03
-3.04E-03
<3.04E-03
-3.04E-03
-3.04E-03
+3.04E-03
-3.04E-03
+3.04E-03
<3.04E-03
-3.04E-03
<3.04E-03
-3.04E-03
«3.04E-03
-3.04E-03

K
long

Water
equavalent
K

thermistor generation thermistor (see text)

Obath*)  excess
long eothalpy
~
long

thermistor

0.956017  0.0121
0.956783 0.005
0.95666 0.0106
0.956811 0.0149
0.957345 0.0146
0.95655 0.0085
0956409  -0.0025
0.956259 0.0066
0.955792  0.0091
0.956342 0.0109
0956409  0.0115
0.956885 0.0014
0.955275  0.0078
0.956053  0.0121
0955725  0.0071
0.9555 0.0149
0.956091 0.0281
0.959733 0.0082
0956342  -0.0062
0955828  0.0092
0.956754 0.0194
0.958206 0.0166

0.780835
0.788248
0.782445
0.77794
0.778208
0.784646
0.796066
0.786554
0.784022
0.782137
0.781494
0.792071
0.785381
0.780827
0.786102
0.77793
0.76416
0.784937
0.800004
0.78384
0.773217
0.776191

-1327.12
867.139
-1625.98
-786.254
~1266.94
5573.908
326.599
0
3208.848
0

-1807.3
564.812
5145.12
-1327.98
1551329
-998.086
<241.755
1312.035
312.359
0
-480.499
+615.749



V.

94162975
94163275
94163575
94163875
94164175
94164475
94164775
94165075
94165375
94165675
94165975
94166275
94166575
94166875
94167175
94167475
94167775
94168075
94168375
94168675
94168975
94169275
94169575
94169875
94170175
94170475
94170775
94171075
94171375
94171675
94171975
94172275
94172575
94172875
94173175

94173475
94173775
94174075
94174375
94174675
94174975
94175275
94175575
94175875

304.076
304.068
304.079
304.077
304.073
304.076
304.075
304.075
304.071
304.079
304.074
304.073
304.071
304.075
304.078
304.072
304.07
304.079
304.091
304.247
304.395
304.534
304.662
304.77
304.888
304.997
305.097
305.192
305.278
305.36
305.436
305.503
305.583
305.645
305.689

305.765
305.812
305.858
305.918
305.959

306
306.047
306.081
306,121

304.081
304.076
304.065
304.073
304.065
304.067

304.07
304.063
304.074
304.068

304.07
304.069
304.068
304.072

304.07
304.075
304.071
304.067
304.089
304.254
304.391
304.529
304,657
304.774
304.884
304.993
305.091
305.186

305.27
305.356
305.433
305.519
305.585
305.638
305.713

305.764
305.819
305.868
305.908
305.967

306
306.042
306.083
306.128

5.2928
5289
5.2837
5.2851
5.2833
5.2884
5.2966
5.2911
5.297
52773
5.2881
52773
5.2787
529
5.2929
5.2837
5.2785
5.2915
5.2877
5279
5.2649
5.2654
5.2446
52492
5.2371
5.2378
5.2436
5.2243
52203
52249
5.2139
5.2065
5.2147
5.2124
52049

5.1958
5.1963

5.192
5.1955
5.1885
5.1866
5.1814
5.1779
5.1876

0.20089
0.20089
0.2009
0.20089
0.20089
0.20089
0.20089
0.20089
0.20089
0.20089
0.2009
0.20089
0.2009
0.20089
0.2009
0.20089
0.20089
0.2009
0.20089
0.20089
0.20089
0.2009
0.2009
0.2009
0.20089
0.20089
0.2009
0.20089
0.2009
0.20089
0.2009
0.2009
0.2009
0.20089
0.20089

0.2009

0.2009
0.20089
0.20089

0.2009

0.2009
0.20089

0.2009

295.188
295.19
295.202
295.193
295.19
295.189
295.185
295.189
295.202
295.2
295.188
295.188
295.189
295.196
295.183
295.183
295195
295.198
295.187

©295.196

295.189
295.192
295.194
295.195
295.183
295.192
295.186
295.196
295.195
295,14
295.184
295.196
295.189
295.196
295.191

295.204
295.188
295.202

295.19
295.187
295.185
295.198
295.195
295.188

-1.00E-0S
5.00E-05
1.50E-05

-1.00E-0S

-1.67E-06
3.33E-06

-1.67E-06

-6.67E-06
6.6TE-06
5.00B-06

-1.00E-05

-5.00E-06
3.33E06
1.17E-05

-5.00E-06

-1.33E-05
1.17E-05
3.50E-05
2.80E-04
5.07E-04
4.78E-04
4.45E-04
3.93E-04
377E-04
3.78E-04
343EN4
3.25E-04
3.02E04
2.80E-04
2.63E-04
238E-04
2.45E-04
2.37E-04
LTTEO4
2,00E-04

2.05E-04
1.SSE-04
LTIE-04
1.68E-04
1.37E-04
147E-04
1.35E-G4
1.23B-04
1.12B-04

0.7539
0.7531
0.7521
0.7524

0.752

0.753
0.7547
0.7536
0.7548
07508

0.753
0.7508
07511
0.7533

0.754
0.7521

0.751
0.7537
0.7529
0.7511
0.7483
0.7484
0.7443
0.7452
0.7427
0.7429
0.7441
0.7401
0.7394
0.7403
0.7381
0.7366
0.7382
0.7377
0.7362

0.7345
0.7346
0.7337
0.7344
0.7329
0.7326
0.7316
0.7308
0.7323

-3.04E-03
<3.04E-03
-3.04E-03
-3.04E-03
-3.04E-03
<3.04E-03
-3.04E-03
-3.04E-03
-3.04E-03
-3.04E-03
-3.04E-03
-3.04B-03
<3.04E-03
-3.04E-03
-3.04E-03
-3.04E-03
-3.04E-03
«3.04E-03
-3.04E-03
-3.07E-03
-3.09E-03
-3.12E-03
-3.14E-03
-3.16E-03
-3.13E-03
-3.20E-03
-3.22E-03
-3.23E-03
-3.25E-03
<3.26E-03
-3.28E-03
-3.29E-03
-330E-03
-3.31E-03
-332E-03

-3.34E-03
-3.35E-03
-335E-03
-3.37E-03
-3.37E-03
-3.38E-03
-3.39E-03
-3.40E-03
-3.40E-03

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0.956586
0.955481
0.955483
0.956184
0.956043
0.956483
0.956783
0.956371
0.954584
0.955689
0.956361
0.956249
0.955921
0.955651
0.957326
0.956651
0.955191
0.955895
0.958376
0.97501
0.992415
1007799
1022063
1.034182
1.048786
1.060224
1.072196
1.081964
1.091849
1101288
1.110976
1.11738
1.127228
1.133587
1.139128

1.146477
1.153499
1.157322
1.165426
1.170431
1.175334
1.179385
1.183593
1.188902

0.0033
0.0105
0.0165
0.0045
0.0089
0.0106
0.0068
0.0051
0.009
0.013
0.004
0.0086
0.0121
0.0137
0.0063
0.0035
0.0157
0.025
0.1478
0.2739
0.2767
0.2724
0.2626
0.2632
0.2781
0.2723
0.2692
0.2695
0.2675
0.2659
0.2635
0.2734
0.2755
02517
0.269
0.2791
0.26
0.2746
0.2763
0.2661
0.2753
0.2738
0.2722
0.2687

0.790063
0.782489
0.776279
0.788777
0.784245
0.782393
0.786431
0.788176
0.784071
0.779855
0.7893
0.784523
0.780854
0.779138
0.786953
0.789806
0.777096
0.767332
0.639244
0.512605
0514724
0.523187
0.536545
0.539
0.528343
0.536652
0.542452
0.544464
0.548542
0.552068
0.556292
0.548839
0.549115
0.571508
0.557359
0.550089
0.56807
0.556255
0.556454
0.566133
0.559282
0.561316
0.563538
0.567492

819.211 -1.33E-05
-1615.39 -2.67E-05
450721 -5.00E-06
942.017 0.0000+00
5800472 -1.00E-05
-269877 8.33E-06
4550536 ~5.67E-06
1254177 6.67E-06
-860.88 833E-06
-2118.89 -6.67E-06
892,015 L67E-06
2207.904 -3.33E-06
-3137.63 5.00E-06
-686.748 3.33E-06
1744.037  S.00E-06
755307 1.67E-06
-853.592 -1.33E-05
-224792 3.00E-05
-37.998 3.12E-04
-50.552 5.03E-04
88394 4.58E-04
122.192 4.43E-04
-177.698 4.08E-04
208655 3.78E-04
244937 3.6SE04
-291.783 3.45E-04
338374 322E-04
403.21 298E-04
465.221 2.83E-04
.519879 2.72E-04
.615747 2.72B-04
625852 2.53E-04
674009 1.93E-04
934209 2,13E-04
-854.771 2.10E-04
-871.318 1.77B-04
.1187.94 173E-04
-1064.19 148E-04
-1151.18 1.6SB-04
-1457.56 1.5SE-04
.1386.66 12SE-04
-1538.1 138E-04
-1717.28 143E-04
-1916.72 123E-04

-3.04E-03 0.957149
-3.04E-03 0.956381
-3.04E-03 0.953909
-304E-03 0955734
-3.04E-03 0.955144
-3.04E-03 0.955471
-304E-03 095622
-3.04E-03 0.955022
-3.04E-03 0.954921
-3.04E-03 0.954452
-3.04E-03 0.955912
-3.04E-03 0.95579%
-304B-03 0955584
-3.04E.03 0.955313
-3.04E03 0.956426
-3.04E-03 0.956988
-3.04E-03 0.955304
-3.04E-03 0.954545
-3.04E-03 0.958151
-307E-03 0975799
-3.09E-03 0.991964
-3.12E-03 1.007234
-3.14E-03 1.021497
-3.16E-03 1.034635
-3.18E-03 1.048333
-3.20E-03 1.05977
-3.21E-03 1.071514
-3.23E-03 1.081281
-3.25E-03 1.090939
-326E-03 1.100832
-328E-03 1.110634
-329E-02 1.119205
-3.30B-03 1.127456
-3.31E-03 1.132787
-3.33E-03 1.14187

-334E-03 1.146363
-33SE-03  1.1543
-336E-03 1.158467
-336E-03 1.164281
-337E-03 1.171347
-338E-03 1.175334
-339E-03 1.178812
-340E-03 1.183822
-340E-03 1.189705

0.0021 0.791304
-0.0043  0.797973
0.0054 0.787836
0.0091 0.784022
0.0041 0.789261
0.0123 078066
0.0039 0.789456
0.0106 0.78245
0.0101 0.782939
0.0063 0.786857
0.0094 0.783692
0.009 0.784039
0.0126 0780276
00094 0.783688
0.0105 0.782571
0.0112 0.781847
00035 0.789826
0.0215 0.770986
0.1632 06232
02729 0.513863
0.2665 0.524839
0.2712 0524292
0.2695 0.529648
0.2644 0.537974
0.2712 0.534805
02703 0538423
0267 0.544322
02673 0.546319
0.2684 0.547504
02696 0.548589
02796 0.541758
0.2789 0.544293
0.2569 0.565663

0269 0556049
02761 0.551725

0.2651 0.562254
0.2697 0.559894
0.2616 0.567688
0.2737 0.558406

0.275 0.558718
0.2647 0.568316

0.275 0.560204
0.2822 0.555152
0.2751 0.562304

647.937
329.708
1571.295
0
895.235
-982 933
1070.58
-1093.28
-720.895
1441.643
-5137.52
3204.553
-2038.11
-2323.15
-1601.01
-6203.39
753.6
-226.495
-33.564
-52133
-91.469
-121.638
-170.069
-208.688
-252.897
-293.556
-340.195
-405.897
-457.193
-502.598
-539.194
-610.993
~805.195
-770.663
-824.45

-1010.54
-1065.97
-1273.59
-1168.91
-1303.88
-1627.0%
-1497.74
-1478.93
-1740.59
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Table 3 Extract from the (ky'");; - spreadsheets for experiment FP2-97120402-M7c2 (Pd-B cathode) as produced by the ICARUS-2 evaluation of this experiment

Region of start of calibration pulse; Day 29 of the experiment

1
Time/s

94147975

94151275

94154575

94156075
94156375
94156675
94156975
94157275
94157575
94157875

2
0 cell
short
thermistor

304.078
304.084
304.083
304.086
304.089
304.077

3
E cel/V

5.2873
52768
52934
5.2888
5.2842
5.2872

4 5
10°Bcell' CpM do
obath®)  cell/dt
short

thermistor
0.955679  0.00408
0.957795  0.00408
0.957785 0.00163
0957711  0.0049
0.958357 -0.00735
0.955876  -0.0049

6 7 8 9 10 11 12 13 14 15 16
Rateof  Ratcof [(6)-(7)] (5) (610 10%ky),; 10°(ky"), mean(8) mean (10) mean(11) mean (12)
enthalpy  enthalpy 4 4 4 /WK™ IWK™* sd (8) sd(10)  sd(Il)  sd(12)
input/W  removal /WK™ /WK™ /WK* rsd(8) rsd(10)% rsd(11)% rsd (12)%

b :
evapox}'ation
W

0.78378  1.0449
0.00295 0.00397
0.377 038

0.78434  1.04551
0.00469  0.00479
0.78434 0.38

0.78495 1.04618
0.00371  0.00373
0.473 0.357

0.78419  1.04541
07528 -3.04E-03 0.78453 0.00427 1.04612 0.780256 1.04185 0.00051  0.00063
0.7507 -3.04E-03 0.78061 0.00426 1.04163 0.776329 1.03735 0.066 0.06
0.754 -3.04E-03 0.78406  0.0017 1.04508 0.782377 1.0434
0.7531 -3.04E-03 0.78318 0.00512 1.04422 0.77806 1.0341
0.7521 -3.04E-03 0.78161 -0.00767 1.04247 0.789317 1.05018
0.7528 -3.04E-03 0.78437 -0.00513 104591 0.789473 1.05101 0.78368 1.04416 0.78375 1.04463



9/

94158175
94158475
94158775
94159075
94159375
94159675
94159975
94160275
94160575
94160875
94161175
94161475
94161775
94162075
94162375
94162675
94162975
94163275
94163575
94163875
94164175
94164475
94164775
94165075
94165375
94165675
94165975
94166275
94166575
94166875
94167175
94167475
94167775
94168075
94168375
94168675
94168975
94169275
94169575

304.083
304.087
304.076
304.075
304.077
304.079
304.077
304.076
304.069
304.081
304.072
304.069
304.074
304.076
304.078
304.074
304.076
304.068
304.079
304.077
304.073
304.076
304.075
304.075
304.071
304.079
304.074
304.073
304.071
304.073
304.078
304.072

304.07
304.079
304.091
304.247
304.395
304.534
304.662

5.3085
5.2992
52772
5.2785
5.2879
5.2834
5.2857
5.2874
5.2787
5.2796
5.2853
5.2807
5.2782
5.2846
5.2864
5.294
5.2928
5.289
5.2837
5.2851
5.2833
5.2884
5.2966
5.2911
5.2971
5.2773
5.2881
5:2778
5.2787
529
5.2929
5.2837
5.2785
5.2915
5.2877
5.279
5.2649
5.2654
5.2446

0.956859
0.957721
0.955455

0.95668
0.956184
0.957335
0.956287
0.956278
0.955388
0.956737
0.955416
0.957034
0.956567
0.956278
0.957429
0.957082
0.956586
0.955481
0.955483
0.956184
0.956043
0.956483
0.956783
0.956371
0.954584
0.955689
0.95636l1
0.956249
0.955921
0.955651
0.957326
0.956651
0.955191
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Fig.5 The variation of the rate of the specific excess enthalpy generation with current density
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ABSTRACT

The Pd-D codeposition system (1) has been investigated by means of isoperibolic
calorimetry. It is shown that high rates of excess enthalpy generation are achieved at relatively
short times by using this methodology (as compared to the rates achieved when using
“massive” electrodes (2), (3), (4), (5), (6), (7), (8)) and the system also shows the early effects
of the development of “positive feedback”. In view of the marked variation of the rate of
excess enthalpy generation with time, the data analysis must be restricted to the evaluation and
use of the differential heat transfer coefficients.

It is shown that the heat transfer coefficient given for this system by the group at the New
Hydrogen Energy Laboratories, Sapporo, Japan had to be incorrect as it was less than the
value calculated from the Stefan-Boltzmann coefficient and the radiant surface area.
Furthermore, the value differed from that evaluated for experiments when using Pd-B alloy
electrodes in the same cell. These disparities are attributed to the inappropriate evaluation of
the integral heat transfer coefficients. Nevertheless, positive rates of excess enthalpy
generation are derived even when using the impossibly low value of the heat transfer

coefficient. It is also shown that the recombination of the gases evolved in the cell (which is
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frequently invoked to explain excess enthalpy generation) leads to the impossible conclusion

that the “lower bound” heat transfer coefficient exceeds the “true” value.

INTRODUCTION

The Pd-D electrochemical codeposition system (1) provides an interesting example of excess
enthalpy generation in Pd-based systems (see e.g. (2), (3), (4), (5), (6), (7)) because the
codeposition of the Pd and D avoids many of the difficulties associated with the use of
massive electrodes. For example, we can observe an early generation of marked levels of
excess enthalpy throughout the body of the electrode (see further below). These features make
the codeposition system a particularly interesting example for the test of the calorimetric
methods used in these investigations.

The measurements analysed in this paper were carried out by one of us (M.H.M.) during his
stay at the New Hydrogen Energy Laboratories, Sapporo, Japan using an ICARUS-1
Calorimeter in an ICARUS-2 Data Acquisition and Measurement System (Isoperibolic
Calorimetric Research and Utilities System), (9). Full details of the investigation may become

available in due course (10).

EXPERIMENTAL

The codeposition of Pd and D was carried out in the calorimetric ICARUS-1 Dewar-type
cell from a solution 0.025 MPdCl,, 0.15 M ND4CI and 0.15 M ND4OD in D,O (Isotec 99.9
atom %D) onto a Cu-rod electrode, substrate area ~4 cm?. If all the Pd contained in the
solution was deposited onto the surface, we obtain a volume of the deposit ~ 0.0225 cm®. The
use of this volume therefore gives a lower bound for the specific rate of excess enthalpy

generation.
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The polarisation of the cell and the data acquisition were carried out using an ICARUS -2
system which produced the (kg’)i; - spreadsheets used by the group in Sapporo (for comments
on this spreadsheet and the original spreadsheet supplied with the ICARUS -2 system,
see(10)). The definition of the heat transfer coefficients which control the behaviour of the
cell and which are used in this paper is given in Appendix A. (see also (11), (12)). The
experiment was carried out using the same cell, thermostat tank and associated equipment as
had been used for the measurements on the Pd-B electrode which have been reported

previously (4), (5), (6), (7).

DATA EVALUATION

The rate of the specific excess enthalpy generation in the Pd-D codeposition system is
compared in Fig. 1 with the rates previously observed for “massive” Pd electrodes under a
variety of conditions (2), and with those which can be derived from the measurements with
the Pd-B electrodes, (3). The basis of the evaluation for the Pd-D codeposition system is
discussed below. It can be seen that the rates for the codeposition system are much higher than
those for the “massive” electrodes and these high rates are also established at relatively short
times. Furthermore, the effects of “positive feedback”, (13), (14), (15), are also established at
short times (see Fig. 3 below). In consequence, the “lower bound™ heat transfer coefficient ,
(kr’)11, shows a marked time dependence, Fig. 2. This coefficient is based on the assumption
of a zero rate of excess enthalpy generation in the system (e.g. see (11), (12)) and is the
simplest result which we can derive from the experiments (note, for example, that it is
independent of any method of calibration). Under the conditions of the experiment, the
maximum change in (kr’)1; which we could attribute to the effects of the progressive
electrolysis is 0.01x10° WK™ (e.g. see (3), (8)). It follows, therefore, that the assumption of a
zero rate of excess enthalpy generation is incorrect ; indeed, the results given in Fig. 3
demonstrate the presence of a marked and variable rate of excess enthalpy generation. In turn,
this shows that the evaluation of the data must rely in the main on the preliminary methods of
analysis which are based on the interpretations of (kr’);; and (kr’);2 coupled to the possible
extension of the interpretation to the differential heat transfer coefficients such as (kg’)1¢;°

and (kgr’)162° evaluated over restricted ranges of time.
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Fig. 4 illustrates the determination of (kr’)16;” for the initial stages of the application of the
calibration pulse on Day 6 (calibration pulses were applied on Days 6, 7 and 8 of this
experiment). We obtain IOg(kR,)lﬁlo =0.73099 WK*, CpM =456.9] K while the regression
coefficient is r = 0.9922. The use of such plots was specified for the initial stages of the
application of the ICARUS-1 methodology (16) (although the interpretation of the integral
heat transfer coefficients such as (kr’ )26 Was to be preferred compared to that of the
differential coefficients). The determination of the corresponding “differential true heat
transfer coefficient, (kr")162” is illustrated in Fig. 5 (again for the calibration on Day 6). We
obtain 10°(kg’)%e2 = 0.82474 WK™, CpM=4751] K, r =0.9993. However, as we have
noted on other occasions, this determination is unreliable especially as regards the derived
value of CpM ; note the large values of the absissae especially for the points which have the
highest statistical weight. If we therefore restrict attention to the points nearest the origin we
obtain 10°(kg")i2" = 0.85573 WK'*. The derived values of (kg’)i2" therefore straddle the
value 0.85065x10° WK * which was found in the investigation of the Pd-B electrode, (3), (4),
(5).

This degree of agreement must be regarded as being satisfactory bearing in mind that
(kr)i62 is the least accurate value of the “true” heat transfer coefficient which may be
determined by this methodology. We have therefore taken the value 10° (kr") 162 = 0.85065
WK™ for the further assessment of parts of the experiment outlined below.

The degree of agreement between the experiments using the Pd-B cathodes and the Pd-D
codeposition methodology derived here may be contrasted with the values of the “true” heat
transfer coefficients derived by the evaluations given by N.H.E. viz 0.7935 WK and 0.69986
WK respectively. We do not know the nature of the evaluations carried out by N.H.E. but we
believe thatthese must have been based on the forward integration of the data sets leading to
the evaluation of (kr’)"362. We note that we advised against the use of this methodology in the
Handbooks accompanying the ICARUS instrumentation (9), (16) and pointed out that it was
especially prone to error in the presence of the effects of “positive feedback™ unless these
effects were expressly allowed for (e.g. see (5), (6)). A further surprising feature of the value
of the heat transfer coefficient given for the Pd-D codeposition experiment is that the value
10%(kr’) 362 = 0.69986 WK™ is actually less than the minimum value 0.72 < 10°(kg’)%e2 <
0.76 WK™ which applies to cells of the type used for heat transfer by radiation alone (i.e. the
Stefan - Boltzmann value), an evident impossibility because heat transfer must also include a
contribution due to conductivity. Thus, as we have noted previously the value 10°(kg’) 262 =

0.85065 WK for the cell used in this codeposition experiment and the earlier study of Pd-B
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electrodes implies a “softening” of the vacuum in the Dewar Cell. A value of the heat transfer
coefficient smaller than the Stefan - Boltzmann value could only be observed if the cell was
behaving as a spontaneous refrigerator i.e. if we had a contravention of the Second Law of
Thermodynamics. The most likely reason for the low values of the heat transfer coefficients
given by the analyses due to the group at N.H.E. for the experiments on the Pd-B and Pd-D
codeposition experiments is the neglect of the effects of variable rates of excess enthalpy
generation and of “positive feedback”. The presence of these effects can be demonstrated
directly from the consideration of the time-dependence of the “lower bound™ heat transfer
coefficient e.g. for the measurement cycle on Day 6 of the experiment, Fig. 3. For example,
we can see immediately that the application of the heater calibration pulse leads to an increase
of the rate of excess enthalpy generation. These data have been illustrated for Day 6 of the
experiment as this is the most likely date for the evaluations carried out by N.H.E. As has
been pointed out above, the presence of rates of excess enthalpy generation showing a marked
time-variation force us to restrict the evaluations to those of the differential “lower bound”
and “true” heat transfer coefficients, (kr’)1¢; and (kgr’)®162 of the preliminary methods of data
analysis of the ICARUS systems.

Fig. 3 also shows some of the key values of the “true” heat transfer coefficient discussed in
this paper. We consider next the time-dependence of the “lower bound™ heat transfer
coefficient for the whole experiment, Fig. 2, and the corresponding rates of excess enthalpy
generation, Fig. 6, where we have used the value 109(kR’)°|2 =0.85065 WK™ in the
calculation. This is the value of IOQ(kR’)"z(,z for the experiment with the Pd-B electrode but
allowing for the effects of “positive feedback” (5), (6), (7). Fig. 2 also shows in succession the
values of 10°(kg’) 362 for that experiment as well as the value of this heat transfer coefficient
for the Pd-D codeposition experiment. Table 1 lists the values of the 11-point means of the
“lower bound” heat transfer coefficient, 109(kR’)| 1, and Table 2 lists the corresponding rates of
excess enthalpy generation given in Fig. 6 as well as the rates calculated using the value of the
“true” heat transfer coefficient given by the evaluation due to N.H.E. In view of the high rates
of excess enthalpy generation in this system, we can see that we obtain positive rates for most
of the experimental time range and, even, for most of day 6 when using the impossibly low
value of the heat transfer coefficient given by N.H.E. The use of the maximum value of (kg’);;
shown in Fig. 3 will give higher rates of excess enthalpy generation and these will naturally
remain positive throughout the time range of the experiment. We note that this strategy was

proposed (13) to allow the evaluation of the minimum rates of excess enthalpy generation.
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The reduction of electrogenerated oxygen has frequently been proposed as an explanation of
excess enthalpy production (e.g. recently the correspondence following (17)). These proposals
have been made in the absence of any attempt to measure and interpret the magnitude of any
such term and, even though, this had already been shown to be negligibly small in the first full
publication on this topic (see Table 4 of (2)); for more recent determinations see (11), (18)).
Moreover, the consequences of making such an assumption have not been examined. In Fig. 7
we illustrate one such consequence ; the “lower bound” heat transfer coefficient is now larger
than the “true” values over most of the time range of the experiment (the whole time range if
the value 10%(kg’) 32 = 0.69986 WK * given by N.H.E. is accepted). This is again an evident
impossibility unless the cell is generating as a spontaneous refrigerator over the whole of this
time range.

Fig. 8 gives the schedule of the cell currents used in the experiment. As this figure and fig. 2
show, a steady-state operation of the cell is most likely to have been achieved in the time
ranges 200,000-300,000 s and 500,000-600,000 s. The values of the specific rates of excess
enthalpy generation in these time slots have been shown on Fig. 1 in comparison with those
for the initial study (2) and with those for the Pd-B electrodes, (3), (4), (5), (6), (7), (10). The
advantages of using the co-deposition methodology, (1), will be self evident.

Fig. 8 also shows that the phenomenon of "Heat -after-Death” is most likely to have been
established during the last period of operation on Day 2 and the first period on Day 3
following the stepwise reduction of the current (this has been classified as Case 1 of the
phenomenon (19)). The results are shown in Fig. 9. In constructing this figure it has been
assumed that the upper bound of any excess enthalpy generation due to the reduction of
oxygen is given by the last values of, Qexcess = 0.009 W, on Day 1 i.e. the values of Qexcess

shown in Fig. 9 are a “lower bound”.

DISCUSSION

The results presented in this paper show that the Pd-D codeposition system (1) has many
advantages compared to the use of “massive, solid” electrodes (2), (3), (4), (5), (6), (7), (8).

The use of the codeposition system leads to the early generation of high rates of the specific
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excess enthalpy generation coupled to the early onset of the effects of “positive feedback”. It
is these factors which can lead to the erroneous calibration of the cells which is a feature of
the evaluations provided by the group at the New Hydrogen Energies Laboratories in Sapporo,
Japan. The accurate calibration of the cells (the integral heat transfer coefficients produced by
backward integration of the time series) require at the least a constancy of the rates of excess
enthalpy generation (better, a zero rate of excess enthalpy generation). It follows that such
accurate calibrations can only be derived in appropriate “blank” systems or, else, in systems
where the rate of excess enthalpy generation is constant in time. If these required conditions
are not met, one needs to rely on the less precise evaluations of the differential lower bound
and the less accurate differential true heat transfer coefficient as has been done in the present
paper. However, the precision and accuracy of these coefficients is perfectly adequate for the
semi-quantitative evaluation of the data sets.

We have noted also that the measurements show all the other features of the investigations
with “massive” electrodes to which we have previously drawn attention as the
phenomenon of “Heat -after-Death” (13). It is the existence of this phenomenon which
prompts us to believe that energy efficient enthalpy generating systems could be devised based
on the development of the electrochemical methodology.

It is appropriate here to comment also on criticisms which have been made recently, (17), on
the evaluation of the data sets for experiments on “Cold Fusion™. It is asserted that such
evaluations are based on calibrations derived by the statistical methods of regression analysis :
such evaluations are deemed to be unsatisfactory in the absence of a proof that changes in the
global heat transfer coefficient do not take place. We observe that this criticism does not apply
to the observation of the phenomenon of excess enthalpy generation as  do notneed to rely
on evaluations using regression analysis when making semi-quantitative estimates when these
rates are adequately high (as is the case for the Pd-D codeposition system investigated in the
present paper). In this case we can simply use the maximum value of the “lower bound” heat
transfer coefficient as an estimate of the “true” value and thereby evaluate minimum values of
the rates of excess enthalpy generation (e.g. see (13)). It should be noted also that this
procedure is quite independent of any method of calibration.

We also make two further observations on these recent criticisms. In the first place, we have
never observed changes in the global heat transfer coefficients in experiments on appropriate
“blank™ systems (2), (I1), (18). Secondly, the assertion that excess enthalpy generation can be
explained by such changes develops a scenario which cannot be investigated by any simple

methodology (the heat transfer coefficients and rates of excess enthalpy generation are parallel
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in the parameter space of the instruments)' We believe that the onus of proof of invoking
changes in the global heat transfer coefficicnts as cxplanations of the observation of excess
enthalpy generation rests on the authors making suggestions of this kind rather than advancing
the hypothesis that the detection of excess enthalpy generation cannot be believed unless it

can be proved that there are no changes in these global coefficients.

'A scparation can be achicved by carrying out calorimetric measurements in the frequency domain which should certainly be
part-and-parcel of any future investigative methodology. Such measurecments have the additional advantage of giving access to
the cross-coupling terms which are undoubtedly present in these systems (c.g. see the effects of “positive feedback” ).

98



oo Parti

It has been established that at low to intermediate cell temperatures (say

30° < 6 < 80°) the behaviour of the calorimeters is modelled adequately by the
differential equation

CpM (dAO/ dt) =[Ecell(t)'Euwmoncutral,bath]I + Ql(t)
change in the enthalpy input rate of excess
enthalpy content due to enthalpy

of the calorimeter electrolysis generation
calibration pulse rate of enthalpy removal by the gas stream with

Ethermoneutral TEfEITEd to the bath temperature

Al
time dependent  effect of effect of
heat transfer radiation conduction
coefficient

With the calorimeters supplied with the ICARUS Systems, the conductive
contribution to heat transfer is very small. This term could therefore be

“lumped” into the radiative term by allowing for a small increase in the
radiative heat transfer coefficient:

The values of the pseudoradiative “heat transfer coefficient, (kg)°[1-yt],
derived are close to those calculated from the Stefan-Boltzmann coefficient
and the radiative surface area. If the time dependence of the heat transfer
coefficient is not included explicitly in equation (A.2) then

where the pseudoradiative heat transfer coefficient, (kz’), now shows a weak
time-dependence.
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The simplest starting point is to assume that there is no excess enthalpy
generation in the calorimeter and to evaluate a corresponding “differential

lower bound heat transfer coefficient” at a time just before the end of the
calibration pulse, t=t, :

This was the first heat transfer coefficient used in our investigations, hence the
designation (kg’),. It will be apparent that the differential lower bound heat
transfer coefficient (kr’)1;, may be evaluated at other points of the

measurement cycle, by changing the enthalpy input due to the calibration pulse
to

AQH (t-t;)- AQH (t-ty) AS

It is next necessary to evaluate a “true heat transfer coefficient”. The simplest

procedure giving (kg’), near the end of the calibration period at t=t, is obtained
by including the calibration pulse

where we now have

£(0) = [Obat(A02,1:)] -[Opan (A0, 12)]* A7

It can be seen that we need to estimate the cell potential, the cell temperature

and the differen#ial of this temperature at the time t=t, which would have been
reached in the absence of the calibration pulse [see footnote (A.1)]

Footnote (A.1) This evaluation was carried out in a somewhat different
manner in the initial studies (2), (19) (20) in an attempt to avoid the
disadvantages of such interpolation procedures. The values of (kg’);; and (kr’),
obtained were used as starting values for the non-linear regression procedure
uscd at that time (2). As we could not make this procedure “user friendly” with
the computing power then available to us and as, more especially, the
methodology which we adopted was evidently not understood (21). (for a
further example of such misunderstanding see (22) ) we adopted the
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methodology described in the present paper. This methodology was also the
basis of the ICARUS Systems.

As there is a large number of methods of analysing the experimental
time-series characterised by their respective heat transfer coefficients, we have
designated these coefficients by (kg’)i;x where

1=1 denotes differential

1= 2 denotes integral with backward integration of the data sets
1= 3 denotes integral with forward integration of the data sets

j = 0 denotes the whole data set i.e. 0<t<T

j =5 denotes the region adjacent to t =0

j = 6 denotes the region adjacenttot =t,

j =7 denotes the region adjacent to t = t,

j = 8 denotes a combination of j =6 and j =7

k =1 denotes “lower bound”

k =2 denotes “true”

The coefficient (kr’)1 0, has usually been written as (kg’)11

The present paper has been restricted to the use of the differential heat
transfer coefficients.

When considering the application of equations A.4 and A.6 to any
position in the measurement cycles, it is also convenient to rewrite these
equations in the “straight line” forms applicable to the time region t;<t<t,

{[Ecell (t) - Eihermo oeutral, batn] I = AHevap(t) + AQH(t-t)) + Qexcess} f1(0)

= (kr")’161 » [CM d (AB) ] 11(8) A8
dt
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A9

where A8, specifies the observed time series and A6, is the interpolation
between the time regions 0<t<t; and t,<t<T. (kr’)’1s1 and (kr’)’1s2 are now the
intercepts of the plots such as these shown in Figs. 4 and 5 which will be the

values of the differential “lower bound” and “true” heat transfer coefficients in
the region closeto t =t;
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SOT

Time Day
elapsed
time s

1800
5100
8400
11700
15000
18300
21600
24900
28200
31500
34800
38100
41400
44700
48000
51300
54600
57900
61200
64500
67800
71100
74400
77700
81000
84300

Table 1. The lower bound heat transfer coefficient 10° (kg');,/ WK

Day 1

10°(kg)1s
WK™

-1.49344
-0.70979
-0.1475
0.10495
0.7183
036411
0.28528
0.30856
0.26101
0.24967
0.2712
0.26742
0.26761
0.247
0.26664
0.26633
0.2753
0.27652
0.26939
0.26886
0.25866
0.26025
0.2728
0.2796
0.28216
0.27082

Day 2

10°(kg)11
/WK*

-0.0858
0.34444
0.42665
0.45697
0.4719
0.4878
0.48922
0.48677
0.48041
0.50864
0.50441
0.49508
0.50243
0.46767
0.46198
0.44048
0.42352
0.413
0.40534
0.42088
0.39459
0.39528
0.38396
0.39671
0.45576
0.54783

Day 3

10°(ke)ny
/WK*

0.48749
0.51924
0.56842
0.60763
0.6177
0.59164
0.5781
0.55356
0.51248
0.47774
0.43012
0.41646
0.39305
0.38561
0.38465
0.37473
0.3573
0.3722
0.37129
0.37269
0.38083
0.37277
0.37248
0.36822
0.37228
0.37474

Day 4

10°(ke)11
/WK*

0.3779
0.3769
0.3857
0.38513
0.40059
0.397
0.40712
0.40022
0.39695
0.41212
0.41215
0.41505
0.40257
041191
0.40935
0.43111
0.46939
0.44984
0.44095
0.45733
0.47008
0.45343
0.46642
0.48096
0.46812
0.47155

Day 5

10°(kg)1,
/WK*

0.47856
0.48069
0.47658
0.49595
0.50665
0.50006
0.50202
0.50282
0.51479
0.50517
0.51357
0.51741
0.49585
0.53356
0.51358
0.5147
0.51523
0.5181
0.51988
0.53518
0.52991
0.53734
0.54202
0.52483
0.53008
0.51503

4
Day 6

10°(kg')s;
/WK™

0.48795
0.66113
0.68499
0.69593
0.70689
0.71081
0.7105
0.71544
0.70512
0.72403
0.74247
0.7326
0.72861
0.70235
0.67093
0.66371
0.63598
0.57951
0.56039
0.54096
0.54166
0.53409
0.5271
0.53565
0.51625
0.52769

Day 7

10°(kg")1s
/WK™

0.47908
0.54971
0.56902
0.57723
0.58014
0.58526
0.59038
0.59203
0.59315
0.59709
0.61318
0.62329
0.62832
0.63007
0.63268
0.63223
0.62664
0.61373
0.60734
0.59936
0.59795
0.59504
0.596
0.59509
0.59824
0.59676

Day 8

10°(k" )1
/WK™

0.64577
0.62039
0.59728
0.59217
0.60469
0.60626
0.61095
0.61694
0.62725
0.63011
0.6435
0.64007
0.61976
0.61181
0.61681
0.60868
0.60996
0.60061
0.5925
0.59693
0.60128
0.60751
0.61177
0.61503
0.61224
0.60391
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Table 2

Time day

elapsed
time/sec
day 1

1800
5100
8400
10800
11700
12900
15000
18300
21600
24900
28200
31500
34800
38100
41400
44700
48000
51300
54600
57900
61200
64500
67800
71100
74400
77700
81000
84300

day 1
I/Amp

0.00632

10°(kg' )12
/ WK*
recomb

1.86993
0.1141
0.35531

0.55773

1.20315
0.99111

0.9512
0.99413

0.9359
0.91152
0.92503
0.91559
0.90316
0.87782
0.88766

0.8934
0.89035
0.88824
0.88534
0.90073
0.86425
0.87189
0.87246
0.88269
0.89624
0.87444

Q excess

Q excess

109(le 2 109(“11I 2

0.69986

0.01074
0.01663
0.01631

0.01366

0.00065
0.00486
0.00597
0.00552
0.00635
0.00662
0.00632

0.0063
0.00649
0.00697
0.00675
0.00672
0.00657
0.00674
0.00691
0.00646
0.00715
0.00691
0.00693
0.00674
0.00661
0.00691

0.85065

0.01149
0.0185
0.01923

0.01713

0.00372
0.00704
0.00813
0.00767
0.00854
0.00883
0.00862
0.00857
0.00877
0.00929
0.0091
0.00899
0.00896
0.00913
0.00929
0.00885
0.00957
0.00927
0.00937
0.00918
0.009
0.00934

day2
I/Amp

0.1

10°(kg' )1z
/WK*
recomb

1.33311
0.9527
0.88615

0.86181

0.85094

0.8548
0.85044
0.84515
0.83319

0.8533

0.8635
0.84726
0.86424

0.8539
0.88205
0.89031
0.89654
0.90443
091171
0.94415

0.9287
0.93581
0.92988
0.94329
1.01495
1.15002

Q excess

10°(kg' )1z 1
0.69986

0.0863
0.08956
0.0915

0.09219

0.09222
0.08862
0.08946
0.09121
0.09182
0.08337
0.08487
0.08866
0.08458
0.09202
0.08682
0.08486
0.08996

0.0895
0.08918
0.08173
0.08764

0.0864
0.09055
0.08642
0.06713
0.03793

Page 1

Q excess

0°(kR' )12
0.85065

0.1055
0.12762
0.1416

0.14945

0.1533
0.15165
0.15351
0.15575
0.15739
0.14911
0.15031
0.15394
0.14852
0.15194

0.1419
0.13628
0.13846
0.13656
0.13482
0.12592
0.13092
0.12917
0.13305

0.1287
0.10848

0.0764

day 3
I/Amp

]

0.201

0.02

10°(kg' )iz
/ WK*
recomb

1.45751
1.22418

1.1297
1.09292

0.76982
0.78795
0.83058
0.79961
0.73352
0.76005
0.79574
0.80718
0.84704
0.86655
0.88806
0.91102
0.91647
0.90987
0.92378
0.92976
0.9335S
0.94378

0.9385
093728
0.92898
0.93572
0.93039

Qexcess Q excess
10°(kg’ Y2 10°(ke' 1z
0.69986  0.85065
0.06863  0.11746
0.07987 0.14797
0.07191 0.15503
0.066 0.15864
0.03566 0.12366
0.03703  0.10555
0.03455  0.08296
002499  0.06095
002422 0.04917
0.02217  0.04025
0.02059  0.03462
0.02113  0.03248
0.01942  0.02975
0.01947  0.02887
0.01844  0.02729
0.01766  0.0261
0.0177  0.0259
0.01834  0.02639
0.01751 0.02557
0.01734  0.02529
0.0172 002512
0.01664  0.0245
0.01704  0.02489
0.01696  0.02487
0.01742  0.02534
0.0172 0.02512
0.01724  0.02523

day 4
I/Amp

0.02

10°(kg’ )12
/ w*
recomb

0.93537
092426
0.94446

0.93926

0.95505
0.95202
0.96339
0.95457
0.94964
0.96275
0.96444

0.9678
0.95281
0.95688
0.94973
0.97419
0.99735
1.00285
0.99615
1.01491
1.03273
1.02014
1.03398
1.05093
1.04204
1.04129
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Q excess

Q excess

10°(kg' )iz 10°(kg' )iz

0.69986

0.01721
0.01715
0.01673

0.01675

0.0159
0.01618
0.01559
0.01593
0.01617
0.01542
0.01533
0.01519
0.01594
0.01557
0.01585
0.01459
0.01342
0.01336
0.01421
0.01283
0.01204
0.01289
0.01213
0.01132
0.01202
0.01182

0.85065

0.02519
0.02514
0.02476

0.02477

0.02392
0.02419
0.02357
0.02396
0.02421
0.02349
0.02338
0.02323
0.02402
0.02373
0.02408
0.02278
0.02156

0.0214
0.02222

0.0208
0.01994
0.02076
0.01996
0.01913
0.01984
0.01962

day 5
I/Amp

0.02

10°(kg’ )iz
/ WK™*
recomb

1.03015
1.05208
1.04119

1.05911

1.07303
1.0809
1.0759

1.06786

1.079

1.07202

1.08265

1.08446

1.06653

1.10138

1.08704

1.08913

1.08864

1.09814
1.0962

1.11369

1.10959

1.11949

1.13364

1.10956

1.11469

1.10928

Q excess

Q excess

10°(kg’ iz 10°(kg' )iz

0.69986

0.01153
0.01106
0.01169

0.01062

0.01001

0.0104
0.01016
0.01029
0.00972
0.01013
0.00966
0.00949
0.01058
0.00864
0.00959
0.00951

0.0095
0.00925
0.00921
0.00843
0.00865
0.00821
0.00787
0.00871
0.00862
0.01068

0.85065

0.01939
0.01891
0.01958

0.01848

0.01732

0.0182
0.01791
0.01816
0.01763
0.01797
0.01747
0.01733
0.01839
0.01647
0.01734
0.01725
0.01725
0.01691
0.01693
0.01615
0.01632
0.01583
0.01538
0.01631
0.01624
0.01828

day 6
I/Amp

0.1

Qexcess Q excess
10°(kg' 2 10°(kg’ )1z

0.69986

0.04165
0.01939
0.01051

0.00483

-0.00227
-0.00159
-0.00472
-0.00462
-0.0011
-0.00181
-0.00316
-0.00782
-0.01095
0.00295
0.02258
0.02688
0.02742
0.05282
0.05937
0.06574
0.06974
0.0739
0.068
0.06519
0.07105
0.065

Page 2

0.85065

0.04552
0.04651
0.05062

0.05116

0.04665
0.04797
0.04643
0.04417
0.04637
0.04042
0.04714
0.05977
0.06732
0.08619
0.10967
0.11907
0.12875
0.13647
0.13059
0.13095
0.12444
0.12682
0.12741
0.12351
0.13027
0.12151

day 7
I/Amp

0.2

Q excess

Q excess

10°(kg' )1z 10°(kg' )iz

0.69986

0.12251
0.1187
0.11751

0.11752

0.11974
0.11751

0.1131
0.11123

0.1095
0.10684

0.0971
0.09247
0.09037
0.08975
0.08701
0.08745
0.09149
0.09713
0.09805
0.10368
0.10402
0.10483
0.10333
0.10493
0.10041
0.10205

0.85065

0.20892
0.2387
0.25376

0.26196

0.27053
027213
0.26888
0.26676
0.26423
0.26194
0.26913
0.27674
0.28131
0.28369
0.28233
0.28324
0.28013
0.26179
0.25513
0.25827
0.25607
0.25565
0.24425
0.25465
0.24927

0.2513

I/Amp

02

Qexcess Q excess
10°(kg' w2 10°(kg’ )z

0.69986 0.85065
0.12251 0.20892

0.1187  0.2387
0.11751 0.25376
0.11752 0.26196
0.11974  0.27053
0.11751 0.27213

0.1131 026888
0.11123  0.26676

0.1095 026423
0.10684 0.26194

0.0971 026913
0.09247 027674
0.09037 0.28131
0.08975  0.28369
0.08701 0.28233
0.08745 028324
0.09149  0.28013
0.09713  0.26179
0.09805 0.25513
0.10368 025827
0.10402 025607
0.10483 0.25565
0.10333  0.24425
0.10493  0.25465
0.10041  0.24927
0.10205  0.2513



80T

log,, [rate of specific excess enthalpy generation/Wem®]

Fig.1 The variation of the rate of the specific excess enthalpy generation with current density

25 7 |
54 @ Pdrod electrodes cathodically polarised under a variety of experimental S
1 . conditions(2) o
O The Pd-B electrode (6) i
X  Codeposition system, present study. l
15 + 1
¢ |
X
1+
x $ |
. I
®
0.5+ 1
® ® i
X s L 4 !
0 ; | : ! 4 5 o — ' |
05 1 15 2 $ 25 3 3.5 |
o ¢ ‘;
05 + 3
@
b 9
154
o
2k
25+
i
L 4 |
2 |
gd log;, [current density/mAcm™] |
TR




60T

1049 (K'R) 11 WKA 4

Fig2 The lower bound heat transfer coefficient 10°(kg’);,/ WK*
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Fig.3 The lower bound heat transfer coefficient 109(kR’)n / WK™ for Day 6 of the experiment.
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The L.H.S. of equation A_8.
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Fig.5 The detenmnination of 109(kR’)°162 on Day 6.

20
18
16
14
12

10

6 8 10 12 14 16 18

The R.H.S. of equation A.9.



elT

Qexces

03

0.25

0.2

0.1

0.0

o

100000

Fig.6 The rates of excess enthalpy generation

200000 300000 400000
Time / secs

500000

Moo, o ' %
o’ K
°
°
600000 700000



Vit

1049 (K'R) 11/ WK* 4 recombination

1.5

1.3

-
-

o
©

07

Fig.7
coefficient.
°®
°®
X J
®
*e
®

~ "p‘.'. o
50000 100000

Time / secs

The effect of the complete reduction of electrogenerated oxygen on the lower bound heat transfer

®
®
® é °
R p ..00’000
o ate, o0
o 0,® ¢
® o”’ it
ofy
L
. e 2
~° MNN
B (A
®
; o __
* o
®
e e < i
150000 200000 250000 300000 350000 400000

450000



Q1T

Fig.8 The schedule of cell currents used in the experiment.
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Fig9 The rate of excess enthalpy generation in the region of the transition from Day 2 to Day 3.
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Our Penultimate Papers on the Isoperibolic Calorimetry of the Pt/D,O and Pd/ D>Q Systems.

PartIV: An Experiment with a Pd-Cathode in 0.1M LiOD/ DO carried out in 1989.

M. Fleischmann, Bury Lodge, Duck Street, Tisbury, Salisbury, Wilts.,SP3 6LJ, U K.

M.H. Miles, Department of Chemistry, University of La Verne, La Verne, CA 91750, U.S.A.

Abstract

Using the preliminary methods of data analysis later incorporated into the ICARUS -1 and
ICARUS -2 Systems (1), (2), we show that the rate of excess enthalpy production achieved with a 0.1 cm
diameter x 10cm length cathode reached a specific generation of at least 9.5 Wem'™ for a polarisation at a
current density of 0.253 Acm carried out in 0.IM LiOD/D,0. The experiment with this electrode had a

special importance in the lack of development of the topic known as “Cold Fusion”.

Introduction

The results obtained in 1989 for electrodes such as the 0.1 cm diameter x 10 cm length electrode
used in this study (which have been previously briefly discussed in the literature (3)) are presented as a
further illustration of the answer to the question : “why were we so certain that there is excess enthalpy
generation during the cathodic polarisation of Pd -based electrodes as compared to the lack of any such

excess enthalpy generation for the Pt -blank system ? ” (see also (4), (5), (6)).
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Experimental

The polarisations were carried out in a Dewar-type single compartment cell of the type illustrated
in Fig. 1 A. The characteristics of this cell are discussed in this paper. The other experimental details were
identical to those described in the first full report (3).

The polarisations fell into two parts : an initial sequence of measurements using a cell current of
0.2 A in the time interval 117,154 <t < 1,587,319 s followed by a period 1,587,319 <t < 1,718,846 s on
open circuit. This was followed in turn by a second short polarisation 1,718,846 <t < 1,949,250 s again at
a cell current of 0.2 A succeeded by a sequence of measurement cycles during 1,949,250 <t < 3,156,970 s
carried out at a cell current of 0.4 A. The cell current was again reduced to 0.2 A during 3,156,970 < t <
3,162,369 s and then increased to 0.8 A during 3,162,369 <t <4,999,795 s at which time the experiment
was terminated (this second period included a short section during 4,012,195 < t < 4,029,337 s when the

cell was again on open circuit).

Results and Data Evaluation.

The Initial Consideration of the Data.

We quote first of all from a preceding paper (7):

“In the development of any new area of research (and especially in one likely to arouse
controversy !) it is desirable to achieve first of all a qualitative demonstration of the phenomena involved
in the explanation of the observations. It is the qualitative demonstrations which are unambiguous: the
quantitative analysis of the experimental results can be the subject of debate but, if these quantitative
analyses stand in opposition to the qualitative demonstration, then these methods of analysis must be
judged to be incorrect.”

Fig. 2 is an illustration of this approach (8). We need to ask; how can we explain an increase of
cell temperature with a decrease of the input enthalpy without invoking the presence of excess enthalpy
generation ? A further illustration of this behaviour has been given in (7) and, indeed, the first full

publication on this topic (3) also contained related illustrations'

' These publications did not lead to any discussion of this aspect and nonc of the many critics of “Cold Fusion” could be drawn
into any attempt to explain the behaviour of incrcases of cell temperature with decreases of cnthalpy input in the absencc of
excess enthalpy generation. We therefore ask interested readers (and especially the many critics of “Cold Fusion™) to send us
descriptions of their interpretations. Pleasc send any replics to M.H.M.
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Figs. 3A and B illustrate related but somewhat more complicated observations based on the
present investigation. Thus Fig. 3A gives an extract of the temperature -time series for the polarisations
carried out at cell currents of 0.4 and 0.8 A. To start the interpretation, let us assume that there is no
generation of excess enthalpy at the lower cell current so that we can derive the mean heat transfer
coefficients listed in the figure. The value lOg(kR’)l 1 =1.2768 WK™ based on the interpretation of purely
radiative heat transfer is much larger than the value 109(kR’)” =0.57 WK* which can be calculated from
the Stefan-Boltzmann coefficient and the radiative surface area of the cell used, Fig. 1A, (for definitions
of the heat transfer coefficients, see Appendix A). It follows that there is an appreciable conductive
contribution which we attributed principally to conduction across the nominal vacuum gap (due to
inadequate evacuation / baking out of the Dewar cell). Interpretation of the temperature-time series in
terms of a purely conductive heat transfer gives (kc’);; = 0.14727 WK '. These two values of the heat
transfer coefficient give the extrema of the possible behaviour. Interpretation in terms of a combination of
radiative and conductive heat transfer gives the thermal output as (0.57 x 10”° £1(0) + 0.08989 AQ)W
where we assume that the radiative component is given by the Stefan-Boltzmann value (compare (9),
(lO))z. If we now assume that the same values of the heat transfer coefficient apply to the measurements
carried out at the cell current of 0.8 A, we obtain the behaviour shown in Fig. 3B. Alternatively, we can
assume that there is again no generation of excess enthalpy at this higher cell current which gives the
lower bound heat transfer coefficients listed in the lower part of Fig. 3A. We can see a marked reduction
in the values of the coefficients as compared to the values observed at a cell current of 0.4 A which we
attributed to an increase in the rate of excess enthalpy generation.3

It has frequently been asserted that the observation of excess enthalpy generation is some artefact
of the methods of calibration of the calorimeters, especially of the regression procedures which we have
used in some parts of our investigations (e.g. see the most recent comments in (11)). It can be seen,
however, that the interpretation we have given in this section is simply based on the evaluation of
enthalpy balances with the additional supposition that the rate of excess enthalpy generation varies with
the cell current. This is equally true for the evaluation of the lower bound, (kgr’); and true, (kg’)2, heat

transfer coefficients described below.

? These calculations have to be carried out iteratively. As the process is poorly convergent (requiring ~60 iterations to ensure
convergence in the third decimal place), it is necessary to take special steps to speed the convergence.

* As for the comments made in Footnote 1, we ask interested readers (and especially the many critics of “Cold Fusion™) to send
us descriptions of their interpretations which avoeid invoking of any excess enthalpy generation. Please send any comments to
M.H.M.
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The Further Evaluation of the Data.

The first step is to test whether equation (A.1) correctly models the behaviour of the calorimeter.
Figs. 4A and B give sections of the “raw data” for the initial stages of the application of the two cell
currents, 0.4 and 0.8 A. Figs. SA and B give tests of equations (A.8) and (A.9) for the initial stages of the
application of 0.4 A, Fig. 4A, where heat transfer has been assumed to be given by the purely radiative
term, equation (A.Z).4 It is that equation (A.1) does indeed model the calorimeter correctly.
However, as we have noted above, the derived heat transfer coefficients exceed the values which one can
calculate from the Stefan-Boltzmann coefficient and the radiant surface area (1 Og(kR’)",(,, ~0.57 WK‘4).
The evaluations presented here have, nevertheless, been based on the pseudo-radiative representation of
heat transfer as the accuracy of the data is insufficient to allow a reliable separate evaluation of the
radiative and conductive contributions to the heat transfer coefficient’

It can be seen that the true heat transfer coefficient, (kr’)°j62, calculated in this way (see Fig. SB
and the first entry in Table 1) is reasonably close to the value which has been calculated from the
experimental 0 -t series assuming zero generation of excess enthalpy (the second entry in Table 1).
However, the fact that (kr")% 62 > (kr’)’161 (see Figs SA and 5B and the firstentry in Table 1) shows that
there is some generation of excess enthalpy even at the lower cell current (see further below).

The application of the same methodology to the change of cell current 0.2 £ 0.8 A on Days 36 £+
37 (see Figs. 6A and 6B and the seventh entry in Table 1) shows that (kr’)°16 is now reduced which we
attribute to the onset of more marked excess enthalpy generation at the higher cell current. This is
associated with the onset of “positive feedback” (see the discussion of the calibrations on Day 22 below)
and it is not surprising, therefore, that the evaluation of (kgr’)°is fails (see the seventh entry on Table 1)6
The marked reduction of (kr’)"je2 is caused by the anomalously high increase in the cell temperature due
to the presence of “positive feedback”.

A more generally useful method of calibrating the calorimeters relies on the injection of Joule heat

using the resistive heater, Fig. 1. In this particular experiment, there were five days on which such

* The analyses given in this paper have been confined to evaluations based on the differential heat transfer coefficients as this
was the methodology which we usced in 1988/89 (together with the fitting of equation (A.1) to the data sets using non-linear
regression). However, as we have shown elsewhere (e.g. (4) and references cited therein) an higher precision and accuracy is
achieved the evaluation is based on the integral heat transfer coefficients based on the backward integration of the data
sets.

% We note also that evaluations carried out in 1988/89 always either included the relevant calibration in the data sets or were
based on calibrations carried out above the temperature at which the data were evaluated. This second procedure leads to an
underestimate of any excess enthalpy term.

® It is not possible for the true heat transfer coelficient to be less than the lower bound value because this would require the cell
to function as a spontaneous refrigerator i.c. to violate the Second Law of Thermodynamics. The endothermicity of the cell
reaction has already been taken into account by the use of the thermoneutral potential.
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calibrations were carried out (Days 22 and 35 at the cell current of 0.4A and Days 40, 46 and 55 at 0.8 A;
see the entries 3,5,8,9 and 10 in Table 1); Fig. 7 illustrates this particular method of calibration. We can
see that this method gives two values of the lower bound heat transfer coefficient, the first using the
interpolated values of the cell temperature and potential in the hypothetical absence of the calibration
pulse (entries 3B, 5B, 8B, 9B and 10B in Table 1) and the second using the observed values (entries 3A,
SA, 8A, 9A and 10A in the Table). We can see that the values given in the entries 3B and 5B are
unchanged from that which applies to the start-up of the experiment (entries 1 and 2). We conclude that
the rate of excess enthalpy generation is unchanged throughout the experiment duration at the cell current
of 0.4 A. However, a low level of excess enthalpy generation is shown by the reduction of the lower
bound heat transfer coefficient compared to the true value (see further below).

The situation is completely different, however, if we consider the cell temperatures and potentials
observed for the application of the calibration pulse, entries 3A and 8A, Table 1. We note that in the
initial stages of the application of the 0.4 A cell current, i.e. Day 22 entry 3A in Table 1, we observe a
marked lowering of the lower bound heat transfer coefficient which must be due to an increase in the rate
of excess enthalpy generation induced by the calibration pulse. Observations of this kind were, in fact, the
first evidence for the presence of “positive feedback™ which was later discussed in e.g. (12), (13), (14). In
view of the presence of this phenomenon, we can also observe marked reductions in the calculated values

of the true heat transfer coefficient - an entirely spurious effect.

Further Evaluations

The evaluation of the specific rate of excess enthalpy generation e.g. using

specific rate = [(kg")12 - (kr’)n] £1(8) )]
\"

(where V is the volume of the electrode) requires us to be certain as to the correct values of the true and
lower bound heat transfer coefficients. This question of the correct value of (kgr’);2 was addressed in the
first phase of our investigations by carrying out extensive series of calibrations at low cell currents
illustrated in Fig. 8 by a calibration carried out after the restart of the experiment at t = 1,718,846 s; the
values of the heat transfer coefficients are given in Table 2 for Day 20. However, it became apparent that

there was a malfunction of the experiment during the initial polarisations in 0 < t < 1,718,846 s. This is
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illustrated in Fig. 9 by the variation of the lower bound heat transfer coefficient during day 1 of the
experiment: some of the points shown could be judged to be affected by the malfunction of the
instrumentation. Nevertheless, we can see that (kg’); is initially low (even negative !) due to the excess
enthalpy generation caused by the absorption of deuterium. The lower bound heat transfer coefficient then
rises at about the diffusional relaxation time reaching a value of ~ 1.32 WK before showing a slow
decrease with time. If we assume that there is only a low level of excess enthalpy generation in the initial
stages of the experiment, we can conclude that the maximum value of the bound heat transfer
coefficient is approximately equal to the true heat transfer coefficient as shown for Day 1 in Table 2’

A re-examination of this data set has shown, however, that the malfunction of the instrument was
confined to the period 0 <t <483,329 s. It is therefore possible to evaluate the calibrations carried out
between Day 5 <t < Day 17 and the results are given in Table 2. The results given in this Table together
with those in Table 1 lead us to conclude that the true heat transfer coefficient is of order 1.32 WK™.

We can also see from Table 1 that marked excess enthalpy production is confined to the
polarisation at a cell current of 0.8 A. (see also Fig. 3B)®. The estimation of the specific rates clearly
requires the evaluation of (kg’);; for this period of the experiment. Unfortunately, there were only three
calibrations in the relevant period (see Table 1). However, the fact that equation (A.1) evidently models
the system correctly indicates that we can also use the perturbations due to the additions of D,O (to make
up for losses due to electrolysis and evaporation) to derive values of (kr’)“is;. The evaluation is
illustrated in Fig. 10 and it can be seen that we can derive satisfactory values of (kr’)°;s; as well as of
CpM. The values obtained are listed in Table 3 and the mean of these values is given as the eleventh entry
in Table 1. We conclude that the lower bound heat transfer coefficient was of the order 10° (k)% =
1.1703 WK™,

Unfortunately, it is not possible to apply the same method to the measurements at 0.4A as the
amplitude of the signals is too small to allow separate evaluations following each addition of D,O.
However, signal averaging over all the additions for Days 20 - 36 gives the analysis shown in Fig. 11 and
the value of the lower bound heat transfer coefficient given as the sixth entry in Table 1. This value is in
line with all the other determinations given in this Table for measurements at the lower cell current and
justifies the conclusion that excess enthalpy generation can only be at a very low level under these
conditions.

We note again (compare (15)) that is not possible to develop this method to allow the

determination of the true heat transfer coefficient.

" This hypothesis was used later as a method of calibrating the calorimeters (12).
¥ We concluded in 1989 that excess enthalpy production required a threshold current density lying in the range 50 -1 00mAcm™.
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The Rates of Excess Enthalpy Generation.

Substitution of the values of the true and lower bound heat transfer coefficients and of the relevant
value of f1(0) in equation (1) gives a specific excess rate of ~9.5 Wem™ which corresponds
to ~22% of the enthalpy input under these conditions. The specific excess rate is compared in Fig. 12 with
the values which have been previously reported for measurements under comparable conditions (3). The
degree of agreement is perhaps not surprising although we note that the evaluations in the earlier study
were carried out by non-linear regression fitting for complete measurement cycles.9

Inclusion of the enthalpy content of the evolved gases (which could be recovered by combustion)
gives an energy efficiency of ~85% which approaches the breakeven value. It became evident that it
would be possible to exceed this value by suitable redesign of the cells (the original design was not energy
efficient) coupled to an increase of the electrolyte concentration and the use of larger diameter electrodes.

We also note that the mean heat transfer coefficients listed in Table 2 show that the generation of
excess enthalpy was ~ 16 mJ at the cell current of 0.2 A. We believe that excess enthalpies of this order
are due to the reduction of electrogenerated oxygen on the surface area of the cathode. The predicted
value of this term for a 4 - electron reduction of O, is = 24 mJ. The more exact evaluation of this term (for

the use of a Pt-cathode) is discussed in (4).
Discussion

The work carried out in the summer of 1989 led to a reassessment of the experiment design and of
the experimental protocols. The points covered included those listed in Appendix B. Notwithstanding the
need to make these changes, it can be seen that the experiment discussed in this paper showed most of the
effects which have been illustrated subsequently.

The simplicity of the qualitative (or, at any rate semi-quantitative) results given in Fig. 2, 3A and
3B may be contrasted with the more complicated procedures required for the quantitative evaluations
(Figs. 4A - 11) leading to the estimate of the specific rate of excess enthalpy generation, Fig.12. It became
clear that the quantitative evaluations required the execution of comprehensive series of experiments,
including experiments on suitable “blank’ systems (see Appendix B (6)). Failure to carry out such

comprehensive evaluations (and failure to validate the performance of the instrumentation using “blank”

° The present experiment was not included in the previous publication, (3), in view of the difference in the methods of data
evaluation. However, it became apparent that the application of non-lincar regression was not understood by the scientific
public and we therefore switched attention to the use of linear regression. For further comments sec (3).
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systems, see e.g. (4)) was expected to lead to the inevitable conclusion that the measurements were
subject to large errors. However, the main aim of the present investigation was to serve as a response to
the request that we could demonstrate the generation of excess enthalpy at specific rates of at least 5
Wem™. Although we demonstrated that this target value could be achieved, the results obtained did not
lead to the hoped for discussions of the topic nor to the hoped for support for the further development of
the work. Instead, the discussion became focused on trivial side issues which were frequently based on

misrepresentations of the work which we had carried out.
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Appendix A

It has been established that at low to intermediate cell temperatures (say

30° < 0 < 80°) the behaviour of the calorimeters is modelled adequately by the
differential equation

CpM (dAe/ dt) =[Ece]l(t)"Etbamoncutral,bath]I + Qi(t)
change in the enthalpy input rate of excess
enthalpy content due to enthalpy

of the calorimeter electrolysis generation
calibration pulse rate of enthalpy removal by the gas stream with

Eraamarg TEferred to the bath temperature

A.l
time dependent  effectof  effect of
heat transfer radiation conduction
coefficient

With the calorimeters supplied with the ICARUS Systems, the conductive
contribution to heat transfer is very small. This term could therefore be

“lumped” into the radiative term by allowing for a small increase in the
radiative heat transfer coefficient:

The values of the pseudoradiative “heat transfer coefficient, (kg’)°[1-yt],
derived are close to those calculated from the Stefan-Boltzmann coefficient
and the radiative surface area. If the time dependence of the heat transfer
coefficient is not included explicitly in equation (A.2) then

where the pseudoradiative heat transfer coefficient, (kz’), now shows a weak
time-dependence.
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The simplest starting point is to assume that there is no excess enthalpy
generation in the calorimeter and to evaluate a corresponding “differential

lower bound heat transfer coefficient” at a time just before the end of the
calibration pulse, t=t, :

This was the first heat transfer coefficient used in our investigations, hence the
designation (kg’);. It will be apparent that the differential lower bound heat
transfer coefficient (kg’);;, may be evaluated at other points of the

measurement cycle, by changing the enthalpy input due to the calibration pulse
to

AQH (t-t))- AQH (t-tp) AS
It is next necessary to evaluate a “true heat transfer coefficient”. The simplest

procedure giving (kg "), near the end of the calibration period at t=t; is obtained
by including the calibration pulse

where we now have

Al

It can be seen that we need to estimate the cell potential, the cell temperature
and the differential of this temperature at the time t=t, which would have been
reached in the absence of the calibration pulse [see footnote (A.1)]

Footnote (A.1) This evaluation was carried out in a somewhat different
manner in the initial studies (3), (16) (17) in an attempt to avoid the
disadvantages of such interpolation procedures. The values of (kr’)u and (kr’)2
obtained were used as starting values for the non-linear regression procedure
used at that ime (3). As we could not make this procedure “user friendly” with
the computing power then available to us and as, more especially, the
methodology which we adopted was evidently not understood (18). (for a
further example of such misunderstanding see (19) ) we adopted the
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methodology described in the present paper. This methodology was also the
basis of the ICARUS Systems.

As there is a large number of methods of analysing the experimental
time-series characterised by their respective heat transfer coefficients, we have
designated these coefficients by (kg’);jx where

1= 1 denotes differential

1 =2 denotes integral with backward integration of the data sets
1= 13 denotes integral with forward integration of the data sets
j = 0 denotes the whole data set i.e. 0<t<T
j= 5 denotes the region adjacenttot=0
j= 6 denotes the region adjacenttot =t;
J =17 denotes the region adjacenttot=t,
j =8 denotes a combination of j =6 and j = 7
k =1 denotes “lower bound”
k =2 denotes “true”
The coefficient (kg )10, has usually been written as (kr")11

The present paper has been restricted to the use of the differential heat
transfer coefficients.

When considering the application of equations A.4 and A.6 to any
position in the measurement cycles, it is also convenient to rewrite these
equations in the “straight line” forms applicable to the time region t;<t<t,

{[ECC“ (t) = EthamoomtmL bath] I- AHevap(t) + AQH(t'tl) + chows} f 1(9)

= (k)11 *[CMd__. £,(0) A8
dt
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= (kg’)°162 + C,M [(f20)]" A9

where A0, specifies the observed time series and A6, is the interpolation
between the time regions 0<t<t, and t,<t<T. (kg’)"16; and (kg’)";62 are now
the intercepts of the plots such as these shown in Figs. SA-6B, 10, 11 which
will be the values of the differential “lower bound” and “true” heat transfer
coefficients in the region close to t=t,
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The redesign of the experiments covered inter-alia the following points;

1) the substitution of the cell design illustrated in Fig. 1A by that shown in Fig. 1B so as to reduce the
changes in cell temperature due to the progressive electrolysis of the cell contents. These modified cells
were also to be evacuated to an “hard vacuum” so that heat transfer would be controlled by radiation

across the lower, unsilvered, parts of the cells;

2) the further stabilisation of the room temperature using two controllers working in parallel. As heat
rejection from the water baths surrounding the cells was to the ambient atmosphere (using stirrer-
regulators) this ensured that a large number of experiments could be carried out with systems each having

two thermal impedances operating in series;

3) the use of just three cells in each water thermostat;

4) the adoption of 48-hour measurement cycles (the periods following each addition of D,0); addition of
D,O was to be restricted to the times following the start of each measurement cycle (contrast Fig. 5);
calibration pulses (each lasting 12 hours) were to be applied 12 hours after the start of each measurement
cycle followed by 24 hours after the cessation of each calibration pulse; calibration pulses were to be

applied during each measurement cycle;

5) the main purpose of the calibration pulses was to be an aid for the detection of positive feedback; use

of the pulses to calibrate the calorimeters was to be subject to many restrictions;

6) the execution of several series of “blank” experiments (the polarisation of Pt-cathodes in 0.1M LiOD/

D,0) to allow the characterisation of the calorimeters;

7) the raising of the cell current following the detection of the effects of positive feedback so as to drive

the systems through the transitional regime
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8) examination of the responses for the effects of “Heat-After-Death” (15, (16), the persistence of excess

enthalpy generation following the termination of polarisation or the reduction of the cell current'®

9) use of larger diameter electrodes so as to improve the energy efficiency and to avoid the distortion of

the electrodes observed with those of 0.1cm diameter.

' the experiment discussed in this paper showed some evidence for the presence of this phenomenon as the cooling curves
following the termination of polarisation were retarded compared to those predicted from the water equivalent of the cell and
the true heat transfer coefficient. However, experiments with 0.1cm diameter electrodes were judged to be unsuitable for the
investigation of the phenomenon.
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Fig. 1A Dewar-type cell used in Fig. 1B Modification of the Dewar-type
the initial experiments and for cell taking account of the points listed
the experiment discussed in the in Appendix B. Cells of this type were
present paper. used in all subsequent experiments (e.g.

see (4), (5), (6)).
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Fig.3A Extract from the temperature-time series for the polarisation of a 0.1cm diameter x 10cm length

Pd electrode in 0.1MLiOD/D O at the cell currents shown.
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Fig. 3B Prediction of the cell temperature using the mean pseudo-radiative lower bound heat transfer
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Fig. 4A Extract of the raw data for day 20 of the experiment.
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Fig. SA Test of the application of equation (A.8) to the raw data for day21 of the experiment

(see Fig. 4A)
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Fig. 7 The calibration of the cell on Day 55 of the experiment; cell current = 0.8A; the constructions on

the figure show the information required for calculation of (kg'); and (kg'),
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Fig. 8 the calibration of the cell on Day 20 of the experiment
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Fig. 9 Day 1 of preliminary polarisation at 0.2A CpM = 380JK™
cell current = 0.2A
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Fig. 10 Test of the application of equation (A.8) to the relaxation of the temperature-time series
following the addition of D,0 to the cell; Day 39 of the experiment.
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Fig. 11 Test of the application of equation (A.8) to the mean of the raw data (Days 20-36) of the

experiment; cell current = 0.4000A.
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Table ]  Calibration of the Calorimeter.

Identification
of the
calibration

1

3A
B

5A
5B

8A

8B

9A

9B

10A

10B

Time
/Day

21

2122

22

22

3435

35

35

2036

36—37

40

40

46

46

55

55

37-+87

Cell current
/A

0.2—04

04

04
04

04

0.4

0.4

0.4

0.2—0.8

08

0.8

0.8

038

0.8

08

08

10° (pseudo-radiative lower bound
heat transfer coefficient) / WK'*

1.2683
1.2768

1.1929

1.2561
1.2768

1.2433

1.2446
1.2878
1.1450

1.1088

1.0818

1.1358

1.1092

1.1710

1.1472

1.0818

10? (pseudo-radiative true heat
transfer coefficient / WK™

1.2820
1.2768

1.2388

1.2768

1.2388

1.1042
(method fails)

1.3550

1.2928

1.2638

Method of Calibration

change of cell current giving (ka’)"i61
and (ka')om

Experimental 8-t plots end assuming
no generation of excess enthalpy.

Injection of Joule heat giving (k")
and (k')

Interpolation to give (kr”) for base
lineonly.

Experimental 8-t plots and assuming
no generation of excess enthalpy.

Injection of Joule heat giving (kz ")
and (ka')z
Interpolation to give {kx"); for base
line only.

Addi'tion of D20 : eveluation of (kr*)%is1

Change of cell current giving (kr’)’isl
and (kp,')°|53 (method faila).

Injection of Joule heat giving (kg’)
and (kr’)2
Interpolation to give (kx'); for base
line only.

Injection of Joule heat giving (ke'h
(k&‘)l

Interpolation to give (kg"), for base
line only.

Injection of Joule heat giving (kg’),
and (ka")1.

Interpolation to give (kg”), for base
line only.

Addition of D;0 : evsluation of (k") es
from Table 3
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Table 2 Measurement of the lower bound, (kg’);, and true (kg’),, pseudo-radiative heat transfer coefficients at the cell current 0.2000A

Time / Day

14

14
14—15

15

15

17

17

20

10°(kg’)s,

/ WK

1.32

1.3133

1.2910

1.2865
1.2695
1.2501
1.2208
1.2025
1.2212
1.2961
1.2783

1.2807

10°(kg’)z,
/ WK*

1.32

1.3054
1.2884
1.2894
1.3075
1.2935
1.2584
1.2578
1.2464
1.3268
1.3214

1.3314

Comments

Assuming no generation of excess enthalpy and equating (kg ), to the maximum value of
(kr’): (see Fig. 9 and Fig. 12))

Preliminary polarisation.
10° (kg’); = 1.2629 WK™*

10° (kg'), = 1.2895 WK*

Renewed experiment.
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Table 3 Values of the heat transfer coefficient 10°(kg’)°;s; for the period 3,100,945 < t < 4,999,795s.

Time / Day

3637
3738
38
39
39
39440
40
4041
41
4142
42
4243
43
4344

44

10%(kr")°% 51 / WK™

1.1681
1.1752
1.1782
1.1686
1.1772
1.1685
1.1483
1.1559
1.1646
1.1563
1.1547
1.1651
1.1495
1.1264

1.1472

Time / Day

45

45

46

47

47

4748

48—49

49

50

50-51

51

5152

52

52—53

53

10°(kr’)°% 51 / WK™

1.1494
1.1660
1.1587
1.1651
1.1496
1.1571
1.1524
1.1563
1.1609
1.1631
1.1614
1.1534
1.1679
1.1668

1.1973

Time / Day
53—54
54
54—55
55
5556
56
56—57
57

end of
experiment

10°(kg’)%151 / WK™
1.1946
1.1754
1.2007
1.21691
1.2128
1.2395
1.2147
1.1857

mean of 38 measurements
10°(kg’)%151 = 1.1703



The “Instrument Function” of Isoperibolic Calorimeters ; EXcess z...c..... .., Generation due to the
Parasitic Reduction of Oxygen.

M. Fleischmann
Bury lodge, Duck Street, Tisbury, Salisbury, Wilts., SP3 6LJ, U.K.
M.H. Miles
Department of Chemistry, University of La Verne, CA 91750, U.S.A.

Two criticisms which are frequently advanced to counter observations of the generation of
excess enthalpy in the cathodic polarisations of Pd-based electrodes in D,O-based electrolytes (e.g.
see (I), (2)) are usually based on the assertion that the isoperibolic calorimeters used in these studies
are imprecise and inaccurate. Furthermore, any excess enthalpy generation is then attributed to the
reduction of electrogenerated oxygen although such assertions have not been accompanied by
appropriate measurements. There is naturally a link between these two assertions.

The first step in the development of any investigative methodology should be the
determination of the relevant “instrument functions” of the instrumentation used, here the
isoperibolic calorimeter illustrated in Fig. 1. We note the following key features of this design:

(i) heat transfer is controlled by radiation across the vacuum gap, this heat transfer being
predominantly due to the lower, unsilvered parts of the cells. The heat transfer is
therefore given by the product of the Stefan-Boltzmann coefficient and the radiant surface
area as has been confirmed in numerous studies. Increases from the predicted value must
therefore indicate malfunctions of the cells (e.g. “softening” of the vacuum) and/or
mistakes in the data analyses.

(i1) as heat transfer is due to radiation across the gap, the thermal impedance has no
“memory”. It is therefore possible to examine the non-steady state behaviour of the
systems especially the response to calibration pulses supplied by the Joule resistive
heaters. It is evident that this crucially important design criterion has not been understood
by the many critics of “Cold Fusion™ (e.g. see (3)).

(iii) the long and narrow design of the calorimeters ensures that the contents are well mixed
by the gas sparging induced by gas evolution at the anodes and cathodes. The radial and
axial mixing times of the system (as revealed by tracer experiments) are ~3 s and ~20 s
whereas the thermal relaxation time of the ICARUS-2 cell investigated in the present
paper is ~5000 s,

(iv) in view of (iii) the contents of the calorimeter have always been at a uniform
temperature.

(v) equally, the heat sinks (water baths) surrounding the calorimeters have always been at an
uniform temperature. This has been ensured by using a combined rejection of heat to the
surrounding ambient room temperature coupled to thermostatic control of the water
baths. The room temperature has been itself controlled using two independent
temperature controllers operated in parallel. The overall system therefore used two
thermal impedances operated in series.

' The differential equation representing the model of the calorimeter is non-linear and inhomogeneous (see equations
A.l and A2 of the Appendix). The estimate of a “thermal relaxation time” is therefore approximate.

2 The calorimeters used in the initial studies (1), (2) had heat transfer coefficients which exceeded the product of the
Stefan-Boltzmann coefficient and the radiant surface area and this was attributed to conduction across the vacuum gap
due to inadequate evacuation of the cells. It was not clear therefore whether the system should have been modelled as
being “pseudo-radiative” or “pseudo-conductive” (depending on whether the conductive or radiative contribution was
neglected ; for an alternative strategy sec (4), (5)). The thermal relaxation time of these cells was ~3000 s.
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(vi) the cells have always been operated in the “open mode™ i.e. the products of electrolysis
have been vented to the ambient® N.M.R. measurements confirmed that this strategy
(imposing continuous isotopic separation of H) ensured the maintenance of the initial
isotopic composition of the electrolyte.

(vii) the use of 0.1M LiOD/D,0 ensured that there were no parasitic reactions(other than
the reduction of electrogenerated oxygen) which could affect the thermal balances of
the system.

(viii) the volumes of the gases evolved agreed to within ~1% of those calculated assuming
100% Faradaic efficiency of the electrolytic reactions provided we neglected the initial

parts of the measurement sequences during which there is charging of Pd-based
electrodes by hydrogen isotopes. The volume of D,O required to maintain the levels
of electrolyte in the cells also agreed with those calculated by Faraday’s Laws. There is
therefore no possibility of invoking the large-scale recombination of the evolved gases
to explain excess enthalpy generation.

(ix) measurements of the cell and calibration currents, of the cell and bath temperatures and
of the cell potentials and potentials across the resistive calibration heaters were made
every 300 st

(x) three calorimetric cells were maintained in each thermostat tank.

(xi) in view of the small extent of the head spaces (which contained no exposed bare metal
parts), the could be operated in absolute safety.

Measurements and

Fig. 2 gives a plot of the “raw data” (the cell temperature and input enthalpy for days 9 and
10 of the measurement cycles) carried out on a Pt cathode (¢ = 1 mm, £€=2 cm). These time series
show small decreases with time following each perturbation due to the increase of the electrolyte
concentration caused by the progressive electrolysis. In turn, this leads to a decrease in the enthalpy
input and hence the cell temperature.

Two times are of special interest; t = t; the start of the calibration period and t = t; the end of
this period. The times t = 0 following the “topping up” of the cell after the previous measurement
cycle and t = T the end of this cycle are of lesser interest (see further below). Estimates of the
pseudo-radiative lower bound heat transfer coefficient, (kr’);, and of the pseudo-radiative true heat
transfer coefficient, (kr’)», can be made near t = t5, equations A.4 and A.6 in the Appendix. In the
first of these estimates, we assume that there is no generation of excess enthalpy, hence the
designation “lower bound”; the presence of any known source of excess enthalpy would increase the
enthalpy input and hence increase the heat transfer coefficient. In the evaluation of (kg’)2 we also
have to estimate the input power and cell temperature which would have been reached in the
absence of the heater calibration. This can be done by interpolating the time series for the regions t
< tyand t; <t < T. The reason for stipulating t; = 12 hours, t; = 24 hours and T = 48 hours will be
self-evident. Contraction of these times to say t; = 6 hours, t; = 12 hours and T = 24 hours inevitably
lowers the precision of (kgr’); and accuracy of (kgr’)2 but, unfortunately such contractions have been
the norm in most investigations carried out by other research groups.

The values of these “robust” estimates (made from A3 sized plots of the “raw data”) are
shown in Columns 2 and 3 of Table 1 for a series of 7 measurement cycles. These were the first

¥ It should be noted that this strategy avoids the introduction of large localised and fluctuating sources of heat in the gas
spaces (which is a characteristic of cclls fitted with catalytic recombincrs).

% A limit on the rate of data acquisition is sct by the time lags induced by the thin glass shields surrounding the
thermistors, ~10 s.(see also further below). Furthermore, it would be possible to exceed this rate of data acquisition if
the time lags in the glass shields were taken into account.
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estimates which were made (hence their designation) and were used as starting values for more
precise and accurate evaluations using non-linear regressions. It is important that (kg’); and (kgr’)2
are respectively the least precise and accurate estimates of the heat transfer coefficient which we can
make from the data. They are also subject to errors due to the refilling of the cells to make up for
losses in DO due to electrolysis (see further below).

The next stage of the analysis is the evaluation of the differential lower bound heat transfer
coefficient, (kr’);y, throughout the time range of the measurement cycle. The subscript 11 here
denotes that we are evaluating a differential coefficient and that we are considering a lower bound
value. We have always used a second order central difference in the differentials of the temperature-
time series. flg 3 shows the 11-point means, (kg’)i; of (kr’)1 and the further 6-point means,
(kr’)11, of (kr’)11 for days 1 and 2 of the measurement cycles (there was no calibration of the system
during this time).

We can use these coefficients in several ways to assess the performance of the
instrumentation. Thus we can estimate a value of the true heat transfer coefficient from the mean of
the values in Column 3, Table 1, or else, we can assume that this coefficient varies in the same way
with time as does the lower bound value, Fig. 3°. We can then evaluate the differential rates of
excess enthalpy generation using

differential rate of excess enthalpy generation = [(kr’)2 - (kr’)11] f1 (6) (1)
where f, (0) = (cell temperature)4 - (bath temperature)4 ?2)

(see also Appendix A). Fig. 4 gives the upper and lower tail distributions for Days 3-16 of the data
sets (~4000 measurements) using the second set of assumptions i.e. allowing for the variation
of[(kr’)> with time. We can see that the data are consistent with a normal distribution of errors (due
principally to errors in the temperature measurements) on which is superimposed a small steady
state rate of excess enthalpy production (due to the reduction of electrogenerated oxygen and which
accounts for the positive deviations of the plots from those for a purely normal distribution of errors
especially in the region of the upper tail distribution).

We can also evaluate the corresponding rates of excess enthalpy production in a variety of
ways. The methodology which we adopted in 1991-93 (and which we have also used here) is to
evaluate the total excess enthalpy as a function of time and then to divide the relevant excess
enthalpy by the time elapsed since the start of the measurement cycles (here t = 0 at the start of Day
3). The results for the two limiting sets of assumptions (i.e. allowing for the variation of (kg’)2 with
time or else using the single value of (kr’); at t = 86,400 s) are given in Figs. SA and B. We can see
that the effects of the random variations in the differential lower bound heat transfer coefficient, Fig.
3, are gradually suppressed with increasing time, the rate approaching ~ 1.1 mW. The significance
of this value is discussed below. At the same time, we can see that the magnitudes of the excess
rates given in Figs. SA and B are affected by the assumptions made about the time dependence of
the

5 In the original investigation (1), (2), (kg’), was estimated ncar t = t,, in an attempt to climinate one of the required
interpolations. Although this procedure was explained in (2) (as was the subsequent application of non-linear regression,
further explained in (6)), the basis of our estimates was clearly not understood e.g. see (7).

As we could not make the non-linear regression procedure “user friendly” with the computing power available
to us in 1992, we based all further analyses on the application of lincar regression (further explained in (8)). This was
also the basis of the statistical treatments incorporated into the ICARUS-1 and ICARUS-2 packages (9) and is the
methodology which we have adopted in all our investigations since October 1989.

A better assumption is to base this variation on the integral heat transfer coefficient, (ky’)a, Fig. 6; see further below.
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true heat transfer coefficient and that the evaluation requires very long integration intervals in order
to reduce the effects of random errors to acceptable levels.’

The difficulties with the use of the differential heat transfer coefficient are avoided by using
appropriate integral coefficients. We can distinguish two principal types denoted by the symbols
(kr")ijiwhere i = 2 signifies backward integration (i.e. typically starting fromt=T,t=t2ort=t,),
i= 3 signifies forward integration (starting typically from t =0, t =t, ort=t2), j = 5,6,7 or 8 denotes
the regions adjacentto t =0, t = t; or t = t2 or a combination of the regions adjacent to t = t; and t
=tz and 1 = 1 signifies “lower bound” while 1 = 2 signifies “true”. In this scheme of description i
= | stands for “differential” while omission of the central subscript, j, denotes that we are
considering the whole measurement cycle 0<t<T. We can evidently base the evaluations on many
versions of the heat transfer coefficient (which are all, of course, related to each other) so that it is
necessary to standardise on the usage of a sensible subset of these coefficients.

Fig. 6 gives a comparison of the integral coefficients (kr’)2 (see equation A.8) and (kgr’)3;
(see equation A.9) with (kg’);;. It can be seen that if we exclude the first ~100 data points adjacent
to t =T in the evaluation of (kg’)2; and the first ~100 data points adjacent to t = 0 in the evaluation
of (kr’)31 (time zones in which the benefits of the integral procedure are established), the variability
of (kgr’)21 and (kg’)3 is actually much smaller than that of (kg’)1).

The interrelation of these coefficients can be understood as follows:

the variation of (kg’)1 with time can be represented to the first order by

3

where (kgr’)°11 is the value of (kr’)11 at t = 0. If the time dependence of the heat transfer coefficients
is included in the differential equation (A.1) representing the calorimeter, we obtain for example,
equation (A.13). If we now regard f,(0) as being constant throughout a measurement cycle (which is
a rough approximation for the case of the “lower bound heat transfer coefficients” in the absence of
a calibration pulse) we obtain

(kr’)21 = (kR’)Ozl[ 1+ YT - t)] (A.14)
2
and
(k)3 = (kr) [ -1 (A.15)
2

where (kgr’)’2; and (kg’)"3 are respectively the values of (kr’)2 and (kr’)3 att=T and t = 0. It
follows that the slopes of the plots of (kgr’)21 and (kr’)s; versus time are roughly one half of the
corresponding plot of (kr’)1 and hence those for (kg’);; and (kr’);; as is shown by Fig. 6.

An alternative approach towards the evaluation of accurate values of the heat transfer
coefficients can be based on the application of equations such as (A.8), (A.9), (A.11) and (A.12).
Such evaluations give (kg’)% 41. which are the intercepts at the chosen origins of the absissae of
CpMd(AB)/dt, (note that these intercepts are independent of the value of C;M); the water equivalents
are derived from the slopes of the plots.

7 The evaluations carricd out in 1991-93 were restricted to the first measurement cycle (with allowance for the variation
of the true heat transfer cocfficient with time as in Fig. 5A). This led to the erroneous conclusions that the accuracy of
(kx’), was about one order of magnitude below the precision of (kg’); and that the rates of excess enthalpy production
were about one tenth of the rate which could be attributed to the reduction of electrogencratcd oxygen (in turn attributed
to a degassing of this species from the solution adjacent to the cathode by the clectrogencrated bubbles of deuterium). In
fact, the accuracy of (kg’), must be comparable to the precision of (kr):-
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Figs. 7A,7B and 8 illustrate the determination of (kr’)"2¢1 and (kr’)°262 with the start and
end of the integration procedures being set att =t and t = t;, (for Figs. 7A and 8) and t=T and t =
t;, for Fig. 7B. It should be noted that the origin for the plots in Figs. 7A and 8 is well-defined near t
= t; (where dA6/dt ~ 0) which is the point in time at which we require the heat transfer coefficients.
The small values of the absissae should be especially noted as should the degradation of the
performance when setting the origin at t = T (Fig. 7B) compared to t =t, (Fig. 7A) The evaluation
of these heat transfer coefficients became one of the targets of the ICARUS procedures; the values
determined for these sets of measurements are listed in Columns 4-7 of Table 1. The values of
(kr’)%2¢1 determined in this way, Column 4 of Table 1, are somewhat larger than the values of
(kr’)21 determined at the same point in time listed in Column 8. This is expected as the
extrapolations determine (kg’);; at t =t (rather than (kg’)2;). We would expect that the means of
(kr")°261 and (kg’)’262 (Columns 4 and 6 of Table 1) to be close to the means of (kr’); and (kg’)2
(Columns 2 and 3 of Table 1). Table 1 shows that this is indeed the case.

Columns 9-12 list the values of (kr’)°3¢; and (kgr’) 362 (and the associated values of the water
equivalents and statistics) based on the forward integration of the data from t = t;. Such evaluations
are unsatisfactory from several points of view. In the first place, the origin of the plots required for
the derivation of these coefficients is not well defined (dA8/dt #0 as t — t,); secondly, the range of
the extrapolations is too long; thirdly, the values of the absissae are large and comparable to the
ordinates. It is not surprising therefore that the determination of the heat transfer coefficients using
these particular procedures fails (see Columns 9-12 of Table 1). It was pointed out that evaluations
near the end of the calibration pulse would be more satisfactory than those close to the start of this
pulse, t = t;, as can be seen from a comparison of Columns 13-16 with 9-12 of Table 1. As the time
at which the derived heat transfer coefficients might apply was uncertain, the procedures based on
the forward integration of the data sets was excluded from the ICARUS Systemsg. However, the
evaluation of (kg’)3;; near t = t, Column 17 of Table 1, was included to serve as a check on the
procedures.

It is important to point out a major limitation of these analyses. It can be seen that the time-
dependence of the evaluated coefficients (e.g. see Figs. 3 and 6) is entirely in accord with the
expected behaviour, equations (A.1) and (A.2). It was therefore hoped that the derived values of
C,M could be used to provide the minor corrections to the level of the electrolyte to allow the
presentation of the derived heat transfer coefficients on a single plot versus the electrolyte content of
the cells. However, this objective could never be realised. The water equivalents are derived from
the slopes of the plots such as those in Figs. 7A-8. Inevitably, this introduces errors into the
estimates of C;M and the accuracy of the heat transfer coefficients is insufficient to allow the
correction of the heat transfer coefficients for changes in the electrolyte level between successive
measurement cycles.”

In the full text of the paper dealing with this subject (10) we have covered additionally;

(i) the response of the system following the “topping up” of the cells to make up for losses of DO
due to electrolysis in the previous measurement cycle (rather than the responses due to the
calibration pulse). We have shown that the heat transfer coefficients (kr’)°2s; and (kg’)"2s; have

¥ However, we belicve that the evaluations carried out by the group at the New Hydrogen Energy Laboratorics have
been based on such forward integrations.
° A level controller was added to the ICARUS-2 instrumentation and it was cstimated that this would reduce the errors

in the heat transfer cocfficients to * 0.04%. However, these Ievel controllers were never used. Level controllers for the
water baths surrounding the calorimeters were also never constructed. The ICARUS-2 system was also designed to usc
the cell currents to drive the calibration heaters (so as to remove all possibility of errors introduced by differences in the
power outputs delivered to the cell and calibration heaters). However, this modification of the experiment was never
used.
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only limited accuracy using the methodology as currently developed; however, this approach
requires further investigation;

(i) the evaluation of (kr’)’271; however, the determination of the heat transfer coefficient att =T
was not of any particular significance and this particular evaluation was not included in the data
evaluation package (9);

(iii) assessments of the errors in the various evaluations of the heat transfer coefficients. It was
shown that the assessment of errors in the integral heat transfer coefficients can become
limited by the cut-off limit of the interpretation i.c. if the errors are less than +0.00001 x 10°
(kg)."”

In common with other investigations (e.g. see (2), (8)) it was observed that the relevant
standard deviations are so small that it should be possible to make thermal balances to within
0.1mW for a typical input of 1W. The analysis presented here shows that such balances should be
made using the integral heat transfer coefficients (kg’);; estimated at t = 0. Table 2 illustrates such a
calculation made using the seven applicable measurement cycles. The rate of excess enthalpy
generation shown in 8 is 0.001 I'W and these rates are also shown in Figs. SA and B in
comparison with those calculated using the differential heat transfer coefficients (kg’)i2. These
rates, are approximately equal to the rates which may be calculated for the reduction of
electrogenerated oxygen present in the cell (compare (12)). It will be clear that we must regard these
rates as being constant during each measurement cycle, an assumption which is evidently justified.
The data shown in Column 8 of Table 2 confirm that such rates can be estimated to within £0.0001
W which requires that the accuracy of the true integral heat transfer coefficient must be nearly equal
to the precision of the lower bound values i.e. that the errors are +0.01 %.

Discussion

The material presented in this paper shows that exact data analyses should be based on the
evaluation of the true integral heat transfer coefficient, (kg’)22 coupled to the integral lower bound
heat transfer coefficient, (kr’)2i. Accurate and precise estimates of these coefficients can be obtained
from (kgr’)%e2 and (kr’) 21, the values which apply to the calibration period t;< t < t,. The procedure
which has been illustrated here was part of that incorporated into the ICARUS-System methodology
(9).

The accuracy of (kr’ )2, and the precision of (kg’)2, are very nearly equal with errors of
~ +0.01%. Such errors can in fact be estimated from the errors in the temperature measurements
coupled to the averaging procedures described in this paper. The precision and accuracy which can
be achieved should be compared to the rather wild statements which have been made in the
literature about the accuracy of this type of instrumentation. Such statements can be seen to be the
outcome of inadequate experiments coupled to inadequate and incomplete interpretations.

It will be seen that the application of the integral heat transfer coefficients requires that the
rates of any excess enthalpy generation be constant in time. In turn, this requires that the
experiments be carried out using suitable “blank systems”. If the rates of excess enthalpy
generation vary with time, we will inevitably conclude that the instrumentation has enhanced errors.
Moreover, such a conclusion will apply to any calorimetric system which we might propose. The
lack of execution of “blank experiments” is undoubtedly a contributory factor to the confusing
statements which have been made in the literature.

The wild statements which have been made in the literature extend also to the effects of the
reduction of electrogenerated oxygen. These rates can be estimated perfectly adequately by carrying

" It was noted that the individual values of the integral heat transfer coefficients arc not statistically independent as the
process of integration uses all the preceding values of the raw data. A method of avoiding this difficulty by sectioning
the data scts was illustrated (10).
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out suitable “blank experiments”. We note that if the precision and accuracy of the instrumentation
is lowered to say +1%, it will then be impossible to measure such rates; equally, it will be
impossible to monitor the build-up of excess enthalpy generation until this has reached specific rates
in the range 0.1-1 Wem™. Such deficiencies are no doubt at the root of many of the further
confusing results and statements which have been made in the literature. In this connection we note
that correctly designed isoperibolic calorimeters should be classified as “ideal reactors” using the
nomenclature of Chemical Reaction Engineering (13). While it would be possible to design other
types of reactor (such as flow reactors) to satisfy the criteria of “ideal plug flow”, such research has
only recently been initiated (14). Existing designs fall under the heading of *“dispersive plug flow”
and such designs are undoubtedly non-ideal.

We observe also that the calibration of the cells could be based equally well on the
determination of the lower bound heat transfer coefficients for suitable “blank experiments”. The
use of such coefficients in the data analysis for Pd-based cathodes in D,O-based electrolytes would
then automatically discriminate against the contribution of the reduction of electrogenerated oxygen
to the total rates of excess enthalpy generation.
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Appendix

It has been established that at low to intermediate cell temperatures (say 30° < © < 80°) the
behaviour of the calorimeters is modelled adequately by the differential equation

CpM (dAO/ dt) :[Ecell(t)'El}kmmxﬂml,tm&x]I + QJ'( t)
change in the enthalpy input rate of excess
enthalpy content due to enthalpy
of the calorimeter electrolysis generation

+AQH(t-t, -AQH(t-ty) - GUAF[P/{P*-P} [Cpin,04-Copy0.1)A8+L]

calibration pulse rate of enthalpy removal by the gas stream with
Eemanens Teferred to the bath
(A1)
time dependent  effectof  effect of
heat transfer radiation  conduction
coefficient

With the calorimeters supplied with the ICARUS Systems, the conductive contribution to heat
transfer is very small. This term could therefore be “lumped™ into the radiative term by allowing for
a small increase in the radiative heat transfer coefficient:

The values of the pseudoradiative “heat transfer coefficient, (kg ’)"[ 1-yt], derived are close to
those calculated from the Stefan-Boltzmann coefficient and the radiative surface area. If the time
dependence of the heat transfer coefficient is not included explicitly in equation (A.2) then

where the pseudoradiative heat transfer coefficient, (kg”), now shows a weak time-dependence.
The simplest starting point is to assume thatthere is no excess enthalpy generation in the

calorimeter and to evaluate a corresponding “differential lower bound heat transfer coefficient™ at a
time just before the end of the calibration pulse, t=t, :

This was the first heat transfer coetficient used in our investigations, hence the designation
(kg’):. 1t will be apparent that the differential lower bound heat transfer coefficient (kg);;, may be

evaluated at other points of the measurement cycle, by changing the enthalpy input due to the
calibration pulse to

AQH (t-t;)- AQH (t-t;) (A.5)

Itis next necessary to evaluate a “true heat transfer coefficient”. The simplest procedure giving
(kgr’), near the end of the calibration period at t=t, is obtained by including the calibration pulse
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where we now have

(A7)

It can be seen that we need to estimate the cell potential, the cell temperature and the differential

of this temperature at the time t=t, which would have been reached in the absence of the calibration
pulse [see footnote (A.1)]

Footnote (A.1) This evaluation was carried out in a somewhat different manner in the initial
studies (1), (2) (10) in an attempt to avoid the disadvantages of such interpolation procedures. The
values of (kz”)n and (kr’), obtained were used as starting values for the non-linear regression
procedure used at that time (2). As we could not make this procedure “user friendly” with the
computing power then available to us and as, more especially, the methodology which we adopted
was evidently not understood (7). (for a further example of such misunderstanding see (3) ) we

adopted the methodology described in the present paper. This methodology was also the basis of
the ICARUS Systems (9).

As is explained in the main text, it is preferable to base the evaluation of the “raw data” on
the integrals of the enthalpy input and of the temperature functions rather than to lower the

precision and accuracy of the evaluations by using the differentials of the inherently noisy
temperature-time series.

For the backward integrals starting from t ~ T we obtain

t ¢
(kg') = S et D - CMIae(t) - AT} Qft-T) (A.8)
f7f@)de

while forward integration from the start of the measurement cycle

(k) = Jo et enthalpy input () - C,M{AB(r) - AB(OF- Qi (A9)
ffi©)de f (@) RO

The evaluation of the heat transfer coefficients applicable to particular time regions

(j =5,6,7,8) simply requires changes in the lower limits of the relevant integrals.
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The evaluation of the “true heat transfer coefficients” requires the combination of
the enthalpy inputs in equations (A.8) and (A.9) with the thermal inputs made at one or a
series of points. This can be carried out in a number of ways; we confine attention here to
the procedure originally suggested in theHandbook for the ICARUS - 1 System (9).If we
consider (kr’)ss2 and if we make a thermal balance just before the application of the

calibration pulse, then if the system has relaxed adequately so that we can set dA8/~0

0= [Net enthalpy input (t;)][t- t;] + Qft- t,] -
(kr")32 {[(Oven + AB(11)]* - 6 e, }[t- 1] (A.10)

Combination with equation (A.9) (with the appropriate change in ~ lower limit of the
integration) gives

(A.11)

The corresponding equation for (ki) follows from (A.11) on replacing t; by t,. It is
convenient to write all the equations for the determination of the relevant heat transfer
coefficients in the “straight line form™ e.g.

| *et enthalpy input (t)dt { net enthalpy input (t,)][ t - t,]

= CMIAB(1) - A8(1)] + (kr') s,
I:fl(e)dt

(A.12)

where (kr’)%262 can be seen to be the value of the integral heat transfer coefficient at

t=t, The value of t, should be chosen to be the mid-point of the measurement cycle as
(kr*)°2: is the most useful (and well defined) value of the true heat transfer coefficient. It
should be noted that extrapolations such as (A.12) automatically remove the effects of CpM
on the value of the derived heat transfer coefficient (a desirable feature because the water

equivalents of the cells have the highest errors).
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The integral lower bound heat transfer coefficient, (kg’)’26 (equation (A.8) with T
replaced by t,) and the integral true heat transfer coefficient , (kgr’)%22, (equation (A.12))
were the “target procedures” for the ICARUS -style evaluations of the experimental data

9).

It should be noted that the definitions of the integral heat transfer coefficients given in

this Appendix have regarded these coefficients as being constant in time whereas we

would, in fact, anticipate a weak time dependence e.g. equation (A.2) or Fig.6. This weak

time-dependence causes an equally weak time-dependence of the derived heat transfer
coefficients. Use of the more exact equation (A.2) gives for example for the derived

values of (kgr’)2; in (A.8)
(ke)ar = (k) 2L 1VET) + [ [ fi@)dde/ [ £i(6)d7] (A.13)
rrT r

where (kr’)°2 is the value of (kg’)2; at t = T. An ultimate test of the validity of the
representation of the calorimeters by the differential equation (A.1) is therefore the
question of whether the heat transfer can be represented by a single time-dependence

coefficient, here (kg’)°21. This question is discussed further in the main text.

We also note that if we regard f,(0) as being constant throughout the measurement
cycle (which is a rough approximation for the case of the “lower bound heat transfer

coefficients”) then (A.13) becomes

(kr)21 = (k&) 1+ AT - 1)/2] (A.14)
Similarly, we obtain
(kr’)a1 = (kg’)’3[1-7/2] (A.15)

where (kr’)% is now the value of (kg’)s1 at t=0.It follows that the slopes of
the plots of (kr’)21 and (kgr’)3 versus time are roughly one half of the plot of

(kr’)11 versus time (cf. Fig. 6)

For a more complete discussion see (15), (16).
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Thermal balances using the integral heat transfer coefficient based on backward integration of the data sets.
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More about Positive Feedback; more about Boiling

M. FLEISCHMANN
IMRA S.A., Science Center, 220 Rue Albert Caquot, Sophia Antipolis, 06560
Valbonne, France.

Introduction

We have already described elsewhere (1,2) some of the principles which have
guided our search for the generation of high rates of excess enthalpy generation at
elevated temperatures, say, up to the boiling points of the electrolytes (3,4). One of
these principles has been the prediction that the partial molar enthalpy of absorption
of hydrogen (or deuterium) in palladium (5) will become positive at the high charging
ratios (X = D/Pd) required for excess enthalpy generation (6,7), see Fig 1.

Although a transition from exothermic to endothermic absorption is probably
not a necessary condition for achieving excess enthalpy generation at elevated
temperatures', such a transition will certainly facilitate the achievement of high
charging ratios. For example, increases of temperature will then themselves lead to
increases in X and thereby in the rates of excess enthalpy generation. These are the
conditions required for the development of “positive feedback™ and, in this paper, we
report on two lines of investigation which have indicated the presen’ce of these
effects®. We then outline the way in which our understanding of this phenomenon has
guided our investigation of excess enthalpy generation at elevated temperatures.

“Positive Feedback”

The most direct and systematic evidence for the presence of “positive
feedback” can be obtained from the routine calibrations at long experiment times of
the Pd/D,0 system in the isoperibolic calorimeters which we use in parts of our
investigations (for an illustration see Fig 4A (8)). As we have described elsewhere
(1,2,3,4), we have laid considerable stress on the “lower bound heat transfer

2

coefficient (kg'),,”, obtained from the experimental data by assuming that there is no
source of excess enthalpy in the cell, Q(t) = 0. Rearrangement of the differential
equation governing the behaviour of the cell gives

'Thus the application of a sufficiently large difference in Galvani potential (either between a Pd-
cathode and the electrolyte or within the metal phase itself) will always be able to counteract the effects
of the heat of absorption if this remains exothermic.

We obtained the first evidence for the presence of “positive feedback” during 1986, a phenomenon
which we later described under the euphemistic heading “uncontrolled releases of thermal energy”.
Our subsequent work has been carried out under narrowly and tightly controlled conditions to limit the
consequences of these effects. 176
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Here we have assumed that any small conductive contribution to heat transfer,
k.AD, can be lumped into the radiative term by increasing the true radiative heat
transfer coefficient from kg to kg'. The reason why (kg"),, is a lower bound is because
the inclusion of any excess enthalpy term must inevitably increase the derived heat
transfer coefficient. (k') can be evaluated at any point of the coupled temperature-
time and cell potential-time series, such as the points t,, just before the application of
the heater calibration pulse (with neglect of AB) or the time t, at the completion of this
pulse (with inclusion of A0): see the schematic Fig 2.

For appropriate blank experiments (Pt in H,0 or D,0), (kg'),, rapidly
approaches a constant value and the standard deviation of these values is 0.1-0.2% of
the mean (see also Fig 4B below). We regard this standard deviation as a measure of
the precision of the experiments. The reason why it cannot be regarded as a measure
of the accuracy (even for blank experiments) is because the possible reduction of
electrogenerated oxygen would contribute an extra rate of enthalpy generation
(electrogenerated hydrogen or deuterium cannot be re-oxidised at oxide-coated Pt
anodes). It is necessary, therefore, to calibrate the system so as to compare the
precision of (kg"),, with the accuracy of (kg"). The simplest way of achieving such
calibrations is to make a thermal balance at a single point in time, just before the.
termination of the calibration pulse, t =t,, Fig 2. We have designated the heat transfer
coefficient derived in this way as (kg"),:

{[Ece//(Aewrz) - Ecel/(Aez’ tz)] I+ AQ

31| P(as, t,)
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(K3, - 2 2 @
R)y = = ™
[(ebuh b (Aez),z) - (me L (AGJ);Z) ]

The relative standard deviations of (kg'), are in the range 1-2% of the mean and
these standard deviations are measures of the accuracy which can be achieved by
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making thermal balances at a single point in time. The principal reason for the order
of magnitude difference between the precision of (kg');; and the accuracy of (ky'), is
the fact that the denominator of (2) is determined by the difference of two comparably
large terms, whereas that of (1) is determined by one of the terms alonc’.

For the investigation of blank experiments (Pt in H,O or D,0), we find that the
heat transfer coefficients related to (ky'"),, are somewhat smaller than those related to
(kg (we describe these heat transfer coefficients with the generic designations (k")
and (kg");,,- We believe that the reason for this small difference is the contribution of a
small rate of excess enthalpy generation due to the reduction of electrogenerated
oxygen, see above (1,2). By contrast to these blank experiments, (kg'),, for the Pd-H,0
system is initially markedly reduced, so much so thatunder suitable conditions (k")
may be negative at short times. The reason for this reduction in (kg'),,is the
exothermic dissolution of H in Pd. However, this phenomenon decays with the
diffusional relaxation time and at longer times (kg'),, is again closely similar to the
true value of the heat transfer coefficient, (kg"),.

The condition (kg"),; < (kr'"), is maintained for prolonged periods of time,
typically 2-6 weeks. However, at sufficiently long times we frequently observe a
strange reversal of behaviour in that (kg'), apparently becomes smaller than (kg'),,.
Such behaviour must have a quite special explanation because the condition
(ky"), < (kg"),, is forbidden by the Second Law of Thermodynamics (taken atits face
value, the cell would have to behave as a spontaneous refrigerator to explain the
result). The condition (kg'), < (kg");; is maintained for a limited period of time but
eventually the system reverts to the expected behaviour, (kg'),, < (kg'),;-

We illustrate this transition with three calibration cycles taken from the results
accumulated under the Japanese New Hydrogen Energy Project*, Figs 3A-C. It will be
seen that the transition is associated with further peculiarities. The temperature-time
series both before and after the transition show the expected approach to a quasi-
steady-state following the application of the heater calibration pulse and a relaxation
to the base line following the termination of this pulse’, Figs 3A and C. By contrast,
during the transition, Fig 3B, the temperature does not approach a quasi-steady-state
at the end of the calibration pulse, nor does the temperature relax to the base line at

*We have described elsewhere (1,2,3,4) changes in the methods of data processing which allow us to
increase the precision of (kg"),, and the accuracy of (ky'), by factors of =10. These methods rely on the
use of the integrals of the experimental quantities rather than on evaluations at single points in time as
for (kg"),; and (kg'),. These enhancements of the precision and accuracy are not required for the
discussion of the topics considered in the present paper except for the comparison outlined in the
following paragraph.
‘We are greatly indebted to NHE for permission to use this illustration, as well as that in Fig 4A.
’Asthe temperature-time and cell potential-time series are coupled, see equations (1) and (2), the
thermal relaxation times depend on both time series. A rough approximation is (9)

0

C M

.D,0,
£ P.D, tdE (3)
46,0, ~(—“”)1}
[ o dA0

A more exact result based on a series-type solution of the differential equation governing the behaviour
of the calorimeters is available as an internal Technova Report. As (dE,,/dA®) is negative (see Figs
3A-C), the temperature dependence of E. shortens 1 from the external value. Indeed, the two terms in
the denominator of (3) are of comparable magnitudes and we expect that the cells should show
“negative feedback” under normal conditions.

178



the end of this pulse (compare the behaviour of the cells investigated by the group at
Harwell, Figs 2A and B (8)). We have to conclude that the temperature rise induced
by the heater calibration pulse itself induces an increase in the rate of generation
excess enthalpy both during the application of the calibration pulse as well as after its
termination. These are the conditions required for “positive feedback” which is
evidently sufficiently marked to outweigh the normal “negative feedback” shown by
the cells.

It is a consequence of the “positive feedback” that the temperature at the end
of the calibration pulse is higher that it would be in the absence of such feedback. As a
result, (kg'), s smaller than expected so that we can reach the condition (kg"), < (kg"),:-

A possible explanation of the onset of “positive feedback” is a reversal in the
heat of absorption at sufficiently high charging ratios, Fig 1. Although other
explanations could be invoked (and should be explored), it is natural to search for
direct evidence of changes in the heat of absorption - a matter of some difficulty. A
possible approach is the detailed examination of the variation of (kg"),, with time in the
region of the calibration pulses because transient sources of excess enthalpy in the cell
affect (kg"),, directly. Fig 4A shows one such example: we see that the application of
the heater pulse leads to a transient increase in (kg'),, which must be interpreted as a
transient endothermic process in the cell. We observe this positive excursion in (kg'),,,
although the longer-term effect of the application of the calibration pulse is a decrease
of (kg'),, which must be due to an increase in the rate of excess enthalpy generation.
We note also that if the effects of “positive feedback” are not fully established, we
would expect to see a transient decrease in (kg'),, at the termination of the heater
calibration pulse due to the reversal of endothermic absorption, i.e. the establishment
of transient exothermic desorption. Such effects can, indeed, sometimes be observed
as in the example shown in Fig 4A. '

The behaviour of (kg');, shown in Fig 4A should be judged in the context of
the variability of (kg"),, observed in typical blank experiments, Fig 4B (see also
above). In the interpretation of such data it should be borne in mind that about one-
third of the standard deviation of the measurements is due to the systematic decrease
of (kg"),, with time during any given two-day period®.

We note finally that the experiments give other evidence for the presence of a
reversal of the heat of absorption. Thus in the region where we observe “positive
feedback”, we also observe fluctuations in the cell temperature and cell potential (3,4).
These fluctuations may be quite small (as for the Pd-systems) or marked (as,
especially, for Pd-Rh alloys), regular or, in the limit, chaotic. We observe that such
oscillations would be expected in the region where AH = 0 because the fluctuations in
entropy will become unbounded. However, it is likely that the reversal in the heat of
absorption is itself due to a complex phenomenon such as the formation of the
proposed third y -phase (10). Phase transitions would also lead to oscillatory
behaviour.

More about Boiling

The explanation of the effects of “positive feedback” in terms of a reversal of
sign of the partial molar enthalpy of absorption with increasing charging ratio, Fig 1,

SThis period is set by the time interval between the “topping-up” of the cells to make up for losses of
D,0 due to electrolysis and, at temperatures approaching the boiling point, due to evaporation.
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also provides us with a rationale for other features of the behaviour of the Pd-D,0
system. Thus, it is likely that the achievement of pronounced levels of the rates of
excess enthalpy generation requires the attainment of the regime of “positive
feedback”, which in turn requires the use of prolonged periods of polarisation, a
matter to which attention has been drawn repeatedly. However, the attainment of the
condition of “positive feedback” is not sufficient to ensure sustained, high, levels of
the rates of excess enthalpy generation. Maintenance of the systems in the region
giving pronounced oscillations will eventually diminish or even destroy excess
enthalpy generation. The explanation of “positive feedback” in terms of the reversal of
the sign of the partial molar enthalpy of absorption indicates that the attainment of this
regime needs to be coupled to sustained increases in temperature to ensure that the
charging ratio will show the necessary increases required to achieve increases in the
rates of excess enthalpy generation. It follows that the use of essentially isothermal
calorimetry (a strategy which has been followed in most investigations) is ill-advised,
indeed self-defeating.

It is desirable therefore to examine the extent to which the reported
achievement of boiling conditions (1,2) fits into this overall pattern. The routine
calibration of the cells, Figs SA and B, allows us to monitor the system behaviour and
it is certainly true that the rapid increases in temperature towards the boiling point are
only achieved following the detection of “positive feedback”, as has been indicated in
Fig 3B. The rates of excess enthalpy generation can become very high under these
conditions, so much so that the cells are “driven to dryness” in relatively short periods
of time (the last half of the cell contents (45 ml) may be evaporated in 11-15 min).
The particular cells used (see Fig 4A (8)) are not suitable for accurate measurements
and we therefore adopt conservative approaches to the interpretation of the
experimental data (1,2). The simplest first step is to calculate the amount of energy
available for evaporation of D,0, Fig 6. Here we have used the true value of the heat
transfer coefficient to calculate the radiative output. The total energy available is
=70.5 kJ, sufficient to evaporate =1.7 M of D,0. This leaves a deficit of 127 kJ
required for the evaporation of the remaining 3.05 M D,0.

In the absence of excess enthalpy generation, we reach a further impossible
conclusion. As Fig 6 shows, the cumulative energy would then need to be negative for
the first =7.7 hours of operation of the cell during the last period of operation. This
again contravenes the Second Law of Thermodynamics. We conclude, therefore, that
we must necessarily invoke excess enthalpy generation to explain the thermal
balancing of the cell. However, our explanation of the behaviour must also be
extended to give an account of the time dependence of the cell contents. The simplest
assumption which we can make is that which has been used as a basis of the
construction of Fig 6. This gives us curve A on Fig 7 and is clearly inadmissible. An
alternative assumption is that the total cell contents in D,O (5 M) are evaporated
during the last period of operation, i.e. we rule out that the cell has been driven to
boiling (1,2). We can derive such a “force fit” by regarding the atmospheric pressure,
P*, as an adjustable parameter. We obtain curve C in Fig 7 and need to postulate the
variation of the rate of excess enthalpy generation with time shown in Fig 8. However,
such an explanation is again in conflict with other aspects of the experimental
evidence. In the first place, we need to assume a value of P* which is below that of
the recorded atmospheric pressure. Secondly, we conclude that the cell would then
have to have been half-empty some 2.5 hours before achieving “boiling to dryness”,
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whereas video recordings show that this point was reached some 11 minutes before
“boiling to dryness”’. The third assumption which we can make is that the rate of
excess enthalpy generation can be calculated using the actual atmospheric pressure.
This gives us the lower curve in Fig 8 for the rate of excess enthalpy generation in Fig
8 and the time course, curve B, for the cell contents in Fig 7. We conclude that we
must now assume a period of intense boiling to account for the removal of the last half
of the cell contents. This is in line with our visual observations and in turn leads to
high final rates of excess enthalpy generation shown in Fig 8. The two plots in Fig 8
give the extrema of the behaviour: the actual behaviour must lie between the two
limits but clearly closer to that given by the scenario leading to curve B in Fig 7 than
that leading to curve C (1,2).

Conclusion

Prolonged polarization of cells containing Pd-based cathodes leads to “positive
feedback”, which can be attributed (at least in part) to a change from exothermic to
endothermic absorption with increasing charging ratio. Increase of the cell
temperature then leads to marked increases in the rates of excess enthalpy generation
and enthalpy generation at the boiling point can be achieved.
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Fig 1. The variation of the relative partial molar enthalpy of hydrogen in palladium as
a function of the charging ratio.
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C: a calibration after the region of “positive feedback”.
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heater calibration pulse are shown by the positive and negative excursions of (kg") 1-
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Fig 4B. Variation of (kR')11 with time for a blank experiment. Pt cathode 0.125 cm diameter,
1.25 cm length polarized in 0.1 M LiOD in D7O; cell current = 0.2A. The region before and
after completion of the calibration pulse.
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Fig 5A. The cell temperature and cell voltage for a cell driven to boiling. Pd cathode
0.2 cm diameter, 1.25 cm length polarized in 0.1 M LiOD in D,0; cell current = 0.2A
and then 0.5A.

CELL TEMPERATURE

e T

0.348
0.360 ——
0.372 ——

— O O N <
™~ — < ~N — O
N) N M M) N N
(@] o O OIS ©

N
=

~© 0.370 ———
0.367

Fig SB. Enlargement of a section of Fig SA.

185



80000

5
<

&

S 60000
o

[= 8

[

>

Y

S

< 40000
o

Ke]

PL

‘®

>

©

> 20000
2

[

c

@

(4

o

- 0
5 1590000 160000
=

=3

Q

Time/s
-20000 2

Fig 6. The cumulative energy available for evaporation of D70 for the last period of
operation of the experiment illustrated in Fig. SA based on the assumption that there is no
generation of excess enthalpy.

500000 ®  FORCED FITTING
s EVAPORATION TO
s ENSURE DRYNES
. G
n
400000 L
.
|
|
B30000 ALLOWING FOR
ASuer EXCESS ENTHALPY
D,0 GENERATION
evaporated , . o B
neglecting T
ey NEGLECT OF
enthalpy EXCESS
generation ENTHALPY
M 1.00000 GENERATION
A
——— a
000000 L -
1590000 1600000 1630000 1640000
-1.00000 Time /s
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experiment illustrated in Fig SA.
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curves with P* given by the atmospheric pressure

C: as B but with P* reduced to 0.953 bar to force fit the evaporation to be completed during
the last period of operation of the experiment.
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Chapter I1: An Example of Difficultiesin Publishing LENR-Related Results

In 2005, Dr. Melvin Miles, currently a professor at the University of La Verne, submitted
a manuscript entitled “The Precison and Accuracy of Isoperibolic Calorimetry as
Applied to the Pt/D,O System” for consideration for publication in the Journa of
Physical Chemistry B. The paper was sent out for review. Based upon the reviewer
comments, the paper was rejected by the editor. Dr. Miles wrote a letter addressing the
reviewer comments. However, this did not convince the editor of the journa to
reconsider his decision to not publish the paper. The purpose of this chapter is to
demonstrate the difficulties researchers encounter when attempting to publish in this area
of research. This chapter includes a copy of the original manuscript that was submitted to
the Journal of Physical Chemistry B as well as the exchange of |etters between Dr. Miles
and the editor of the journal.
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JPUSE252d
The Precision and Accuracy of Isoperibolic

as Applied to the Pt/D,0O System

M. Fleischmann, Bury Lodge, Duck Street, Tisbury, Salisbury, Wilts., SP3 6LJ, UK.

M.H.Miles, Department of Chemistry, University of La Veme, La Verne, CA 91750
US.A.

Abstract

In recent years doubts have often been expressed about the precision and accuracy
of isoperibolic calorimeters of the type illustrated in Fig. 1. We assess the validity of such
statements by means of experiments on “blank systems”, here Pt cathodes polarised in
0.1M LiOD/D,0O. The differential and integral heat transfer coefficients are evaluated and
it is shown that the latter based on backward integration of the data sets should be used in
accurate evaluations of the experimental data. It is shown that the precision is better than
99.99% while the accuracy is close to this figure.

The high precision and accuracy allow the determination of enthalpy generation
due to the reduction of oxygen electrogenerated in the cell. It is shown that this was
~0.0011W for the experiments in question whereas the input enthalpy to the cell was

~0.8W for these particular experiments.

Some considerations about the of calorimetric

The experiments reported in this paper are closely related to those which we have
reported previously (1), (2). An ICARUS-2 cell has been used and polarisations have been
carried out using an ICARUS-2 system (3).

If we consult any of the classical texts of Chemical Engineering (e.g. see (4)) we
find that reactors in which there are both chemical and thermal changes should be

classified as being “ideal” and “non-ideal”. The “well-stirred tank” and “plug flow
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reactor” are pre-eminently examples of the “ideal” type whereas “dispersive plug flow”
should be regarded as being “non-ideal”. It should be evident that “isoperibolic
calorimetry” might be classified as being “ideal” (we have to justify some additional
critena to satisfy this description). Although it might well be possible to design
calorimetric systems which would satisfy the criteria of a “an ideal plug flow -reactor” (e.g.
research on fluidised beds of Pd particles) such research has not been carried out hitherto,
to the best of our knowledge. Research on the fashionable flow reactors is governed by

“dispersive plug flow” and should therefore be classified under the “non-ideal” heading.

Fig. 1 illustrates the type of single compartment isoperibolic calorimeter which we
have adopted for most of the research on “Cold Fusion” including the present paper. We

make the following additional observations about the operation of this calorimeter:

(1) heat transfer is controlled by radiation across the vacuum gap of the Dewar
cells, this heat transfer being predominantly due to the lower, unsilvered parts of the cells. °
The heat transfer coefficient is therefore given by the product of the Stefan-Boltzmann
coefficient and the radiant surface area as has been confirmed in numerous studies. (see
Discussion section) Deviation from this predicted value of the heat transfer coefficient

indicates malfunctions of the cells and/or mistakes in the data analyses.

(i1) Adjustments of the relative extents of the silvered and unsilvered portions
allows the change of the heat transfer coefficient by about one order of magnitude ; larger '_

changes require changes in the dimensions of the cells.

(ii1) As heat transfer is controlled by heat transfer aéross the vacuum gap, the
thermal impedance has no “memory”. It is therefore possible to examine the non-steady
state behaviour of the systems in a straightforward manner which affects especially the
response of the systems to calibration pulses supplied by the Joule resistive heaters. It is

evident that this crucially important design criterion has not been understood by the many

critics of "Cold Fusion” (e.g. see (5)).

191



(iv) The long and narrow design of the calorimeters ensures that the contents are
well-mixed by the gas sparging induced by the gas evolution at the anodes and cathodes.
The radial and axial mixing times of the system (as revealed by tracer experiments) are
~3s and ~20s whereas the thermal relaxation time of the ICARUS -2 cell investigated in’
the present paper is ~5000s (see Footnotes (1) and (2)). _

Footnote (1) The differential equation representing the model of the calorimeter is non-

linear and inhomogeneous (see equation A 2 of the Appendix) The estimate of a “thermal

relaxation time” is therefore approximate.

Footnote (2) The calorimeters used in the initial studies (1), (2) had heat transfer
coefficients which exceeded the value given by the product of the Stefan-Boltzmann -
coefficient and the radiant surface area. We attributed the conductive contributionto =~ -
conductance across the nominal vacuum gap due to inadequate evacuation of the Dewar
cells. It was therefore not clear whether the system should have been modelled as being
“pseudoradiative” or “pseudoconductive” (depending on whether the conductive or

radiative contribution was neglected; for an alternative strategy see (6)); the thermal

relaxation time of these cells was ~ 3000s.

(v) in view of (iv) the contents of the calorimeter have always been at a uniform

temperature.

(vi) equally, the temperature of the heat sinks (water baths) surrounding the calorimeters
have alwéys been at a uniform temperature. This has been ensured by using a combined
rejection of heat to the surrounding ambient room temperature coupled to thermostatic

control of the water baths. The room temperature has always been itself controlled using
two independent temperature controllers operated in parallel i.e. the overall system used

two thermal impedances operated in series.
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(vii) the cells have always been operated in the “open mode” i.e. the products of

electrolysis have been vented to the ambient [see Footnote (3)]. N.M.R. measurement$

Footnote (3) It should be noted that this strategy avoids the introduction of lz{rge localised

and fluctuating sources of enthalpy in the gas spaces (which is a characteristic of the use of

'

cells fitted with catalytic recombiners).

confirmed that this strategy (imposing continuous isotopic separation of H) ensured the

maintenance of the initial isotopic composition of the electrolyte.

(viii) measurements have usually been made using 0.1 M LiOD/D,0. The use of tiuis
electrolyte ensured that there were no parasitic reactions which could affect the thermal

balances of the system.

(ix) it was confirmed that th'e volumes of the gases evolved agreed to within ~ 1% of those
calculated assuming 160% Faradaic efficiency of the electrolytic reactions (neglecting the
initial part of the measurement sequences during which there is charging of the Pd-based
systems by hydrogen isotopes). The volumes of D,0 required to maintain the levels of
electrolyte in the cells also agreed with those calculated by Faraday’s Laws i.e. thereis no |
possibility of involving large-scale recombination of the electrolytically formed gases to -

explain excess enthalpy production.

(x) measurements of cell and calibration currents of cell and bath temperatures and of the

cell potentials and potentials across the resistive calibration heaters were made every 300s

[see Footnote (4)]

Footnote (4) A limit on the rate of data acquisition is set by the time lags induced by the
thin glass shields surrounding the thermistors, ~ 10s (see also further below). Furthermore,

it would be possible to exceed this rate of acquisition if the time lags in the glass shields

were taken into account.
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(x1) three calorimetric cells were maintained in each thermostat tank.

(xii) in view of the small extent of the head spaces (which contained no eprsed bare

metal parts), the systems could be operated in absolute safety.

Measurements and Interpretation.

Fig. 2 gives a plot of the “raw data” (the cell temperature and input enthalpy for
days 9 and 10 of the measurement cycles) carried out on a Pt cathode (¢ = Imm, | = 2cm).
[t can be seen that with increasing time following each perturbation of the system,.both
these time series show a small progressive decrease with time. This decrease of
temperature with time is due to the progressive increase of the electrolyte concentration
due to electrolysis; this in turn causes an increase of the conductance and hence a fallin

the input power. The fall in the input power leads to a decrease of the cell temperature

with time.

Four times are of special interest; t= 0 following the “topping-up” of the cell after
the previous measurement cycle; t = t,, the start of the calibration period; t = t,, the
cessation of the calibration period and t =T, the end of the measurement cycle. Estimatés
of the pseudo-radiative lower bound heat transfer coefficient, (kg’);, and of the pseudo-
radiative true heat transfer coefficient, (kz’),, can be conveniently made near t=t,,
equations A.4 and A.6 in Appendix A. In the first of these estimates we assume that there
is no generation of any excess enthalpy, hence the designation of “lower bound”; the
presence of any known source of excess enthalpy would increase the enthalpy input and,
hence, decrease the heat transfer coefficient. In the second estimate of the pseudo-radiative' !
true heat transfer coefficient, (kg’),, we also have to estimate the input power and cell
temperature which would have been reached in the absence of the heater calibration. We
can do this conveniently by interpolating the time series for the regions t<t; and t,<t<T: the.

reason for stipulating t; = 12 hours, t, =24 hours and T = 48 hours will be all too self-
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evident. Contraction of these times say to t; = 6 hours, t, = 12 hours and T = 24 hours leads
to an inevitable lowering of the precision of (kg’), and accuracy of (kg’),. Unfortunately,
such a contraction of the measurement cycles has been the norm in most of the

investigations carried out by other research groups. '

The values of these “robust” estimates of (kg’); and (kg’),; (made from A-3 sized
plots of the “raw data”) are shown in Columns 2 and 3 of Table 1 for a series of 7
measurement cycles. The values of (kg’); and (kg’), were the first estimates of the heqt
transfer coefficients which we made from the “raw data” (hence their designation) and
were used as starting values for more precise and accurate evaluations using non-linear

regression {see Footnote(5)]

Footnote (5) In the original investigation (2), (kg’), was estimated near t = t, in an attempt
to eliminate one of the required interpolations. Although this procedure was explained in

(2) (as was the subsequent application of non-linear regression; for further explanation see
(7)) the basis of our estimates was clearly not understood e.g. see (8). As we could not

make the non-linear regression methodology “user friendly” with the computing power .
available to us in 1992, we based all further analyses on the application of linear regression -
(for further explanation, see (9)) Linear regression was also the basis of the statistical
treatments incorporated in the [CARUS -1 and ICARUS -2 packages (3) and is the
methodology which we have adopted in all investigations after October 1989.

It is important that (kg’); and (kg’), are respectively the least precise and least
accurate estimates of the heat transfer coefficient which we can make from the data.
Furthermore, they are subject to errors due to the refilling of the cells to make up for losses
in D,0O due to electrolysis (see further below). The means of the values derived are also

shown in Columns 2 and 3 of Table 1. (see also further below).

The next stage of the analysis is the evaluation of the differential lower bound heat

transfer coefficients (kg’)11, throughout the time range of the measurement cycle. Here the
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subscript 11 denotes that we are evaluating a differential coefficient and that we are also
considering a lower bound value. We have always used a second order central difference
in the estimates of the differentials of the temperature-time series. Fig. 3 shows the 11-" -
point means, (kg”);1, of (kg’)11 and the further 6-point means, (ke of (Kg)y, for days 1"
and 2 of the measurement cycles; (there was no calibration of the system during this

particular cycle).

We can use the differential lower bound heat transfer coefficients in several ways
to assess the performance of the instrumentation. Thus, we can estimate the true heat
transfer coefficient from the mean of the values in Column 3, Table 1 or else, we can .
assume that the true heat transfer coefficient varies in the same way with time as does the -
lower bound value (kg’)1, Fig. 3 (a better assumption is to base this variation on the

integral heat transfer coefficient, (kg’)1, Fig. 6 and see further below). We can the:n

evaluate the differential rates of excess enthalpy generation using

differential rate of excess enthalpy generation = [(kg’), - (kr’)11] £1(0) (D
where f,(6) =(cell temperature)* - (bath temperature)* (2)
(see also Appendix A)

Fig. 4 gives the upper and lower tail distributions for Day 3- 16 of the data sets (c.a. 4000
measurements) using the seéond set of assumptions (i.e. allowing for the variation of (kr’),
with time). We can see that the data are consistent with a normal distribution of errors (due
principally to errors in the temperature measurements) on which is superimposed a small
steady state of excess enthalpy production (which accounts for the positive deviations of
the plots from those for purely normal distribution of errors especially in the region of the

upper tail distribution).

We can also evaluaté the corresponding rates of excess enthalpy generation in a
variety of ways. The methodology which we adopted in 1991-1993 (and which we have
also used here) is to evaluate the total excess enthalpy as a function of time and then to
divide the relevant excess enthalpy by the time elapsed since the start of the measurement :I

cycles (here t =0 on Day 3). The results for the two limiting sets of assumptions (allowing
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for the variation of (kg’), with time or using a single value of (kg’), at t = 86,400s) are
given in Figs. 5A and 5B. We can see that the effects of the random variations in the \,:
differential lower bound heat transfer coefficient, Fig. 3, are gradually suppressed with” :
increasing time, the rate approaching ~ 1.3mW. The significance of this value will be
discussed below. At the same time, we can see that the magnitudes of the excess rates
given in Figs. 5A and 5B are affected by the assumptions made about the time dependence‘t
of the true heat transfer coefficients and that the evaluation requires very long integration :

intervals in order to reduce the effects of random errors to acceptable levels. [see Footnote

(©)].

Footnote (6) The evaluations carried out in 1991-93 were restricted to the first
measurement cycle calculated with allowance of the variation of the true heat transfer
coefficient with time, as in Fig. 5A. This led in turn to the erroneous conclusions tha.t the
accuracy of (kg”), was about one order of magnitude below the precision of (kg’); and that
the rates of excess enthalpy production were about one tenth of the rate which could be
attributed to the reduction of electrogenerated oxygen (in tum attributed to a degassing of
this species from the solution adjacent to the cathode by the electrogenerated bubbles of
deuterium). It can be seen that these conclusions were incorrect: the accuracy of (kr’),
must be comparable to the precision of (kg’); ; the question of the reduction of

electrogenerated oxygen is discussed firrther below.

—— r— -

These difficulties are avoided by basing the evaluation on the integral rather than
the differential heat transfer coefficients. We can distinguish two types of heat transfer :
coefficient denoted by the symbols (kgr’);;; where i =2 signifies backward integration (i.e. -
typically starting from t=T, t=t, ort=t,;), 1 = 3 signifies forward integration (starting
typically fromt=0,t=t, or t=t;),j=35, 6, 7 or 8 denotes the region adjacenttot=0,t=
t;,, t=t, or a combination of the regions adjacent to t=t, and t=t,, 1 =1 signifies |
“lower bound” and 1= 2 signifies “true”. In this scheme of description i = 1 stands for
“differential”; omission of the central subscript, j, denotes that we are considering the

whole measurement cycle 0<t<T.
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It can be seen that we can base the evaluation on many versions of the heat transfer
coefficients (which of course, are all related to each other) so that it is necessary to

standardise on the usage of a sensible subset of these coefficients.

Fig. 6 gives a comparison of the integral coefficients (kg’)2; (see equation A. 8) and
(kr*)s1 (see equation A. 9) with the differential coefficient (kr")1;. It can be seen that if we
exclude the first ~ 100 data points adjacent tot =T in the evaluation of (kg’);, and the
first ~ 100 data points adjacent to t = 0 in the evaluation of (kg’);1 (time zones in which the
benefits of using the integral procedure are established) the variability of (kg’),; and
(kg’)31 is actually much smaller than the variability of the double mean of the differential -

lower bound coefficient , (kg’);;.- The interrelation of these coefficients can be understood

as follows :
the variation of (kg’);; with time can be represented to the first order by

(r )= (kr")° (L-vt) 3)

where (kR’)°1'l 1s the value of (kg’);; at t = 0. On the other hand, in the evaluation of the
integral heat transfer coefficients, these coefficients are initially regarded as being constant
in time, so that we obtain equations (A.8), (A.9), (A.11) and (A.12) (and similar
expressions for other heat transfer coefficients which may be used in the interpretation). If,
instead, the time dependence of the heat transfer coefficients is included in the differential
equation (A.l) representing the calorimeter, we obtain, for example, equation (A. 13). If
we now regard f1(0) as being constant throughout a measurement cycle (which is a rough

approximation for the case of the “lower bound heat transfer coefficients” as there is no

calibration pulse) we obtain
(kg )21 = (kp’)’u [ 1+ ((T-1) ] (A. 14)
2

and
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(kg )31 = (kp’)’ul1-1t] (A. 15)
. 2

where (kg’)%; and (kg’)°s; are respectively the values of (kr’);1 and (kg’)s;att=T andt

=0. It follows that the slopes of the plots of (kg’),; and (kg’)s; versus time are roughly

one half of the corresponding plot for (kg’),; and hence of those for (kg")11 and (kg’ )1 as

is shown by Fig. 6.

An altemative ai)proach towards the evaluation of accurate values of the heat
transfer coefficients can be based on the application of equations such as (A.8), (A.9),
(A.11) and (A.12). Such evaluations give (kg’)°;;1 which are the intercepts at the chosen
origins of the absissae of CpM dAB / dt (note that the values of the intercepts are

independent of the value of CpM) ; the water equivalents, CpM, are derived from the
slopes of the plots. -

Figs. 7A and 7B are anomalous in this sequence because they are based on the responses
of the systems to the “topping up” of the cells to make up for losses of D,O due to
electrolysis in the previous measurement cycles (rather than the response due to the
calibration pulse). Fig. 7A illustrates the determination of (kg’)s; where the origin has".
been set at t = 14,000s whereas this origin is at t = T for the evaluation illustrated in Fig.
7B. It was found that the values of (kg’)°;s; determined in this way agreed with the value
of (kr’)i evaluated at t = 14,000s (e.g. see Fig. 6) and these values are listed for this
series of measurement cycles in Column 4 of Tablel. However, although the values of
(kr)°,s; determined with the time origin set at t = T were smaller than those determined
with the origin set at t = 14,000, (e.g. compare Figs. 7A and B), this decrease was, in
general, too small. We therefore concluded that it would not be possible to use this
methodology to determine (kg’)°s1 with the time origin set to t; i.e. that the most sought
after heat transfer coefficient could not be determined in this way. Furthermore, we were
unable to develop this methodology to allow the determination of the “true integral heat
transfer coefficients, (kg’)’,s;”. This particular methodology was therefore excluded from

the ICARUS Systems and we have not used it in the intervening years. See Footnote (7).

10
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Footnote 7) We note, however, that this particular method for determining the heat
transfer coefficients requires further investigation. “Topping-up” of the cells with heated
D,0 could be made to produce perturbations of the same amplitude as those achieved ‘
using the resistive heaters. This would improve the precision of the evaluation of (kg’)%s; l‘
which could then probably be determined at t =t, It might also allow the determination ot: '

(kg’)°2s52 and would certainly lead to a considerable simplificaon of the experiment

design.

Figs. 8A, 8B and 9 illustrate the determination of (kg’)°2; and (kg’)%;s2 with the
start and end of the integration procedures being set att =t, and t = t; (for Figs. 8A and 9)
and t=T and t =t, (for Fig. 8B). It should be noted that the origin for the plots in Figs. 8A
and 9 is well-defined near t = t, (where dA6/dt = 0) which is the point in time at which we
require the heat transfer coefficients. The small values of the absissae should be especially
noted as should be the degradation of the performance when setting the origin at t =T (Fig.
8B) compared to t=t, (Fig. 8A). The evaluation of these heat transfer coefficients (with
the origin set at t =t,) became one of the targets of the ICARUS procedures; the values
determined for these sets of measurements are listed in Columnns 6-9 of Table 1. The
values of (kr”)%s; determined in this way are somewhat larger than the values of (kg’),; -
determined at the same point in time listed in Column 10 of Table 1. This is expected as

the extrapolations in these Figures determine (kg’);; at t =t, (rather than (kg’),;).

We would expect the means of (kr”)°56; and (kr’)%s; (Columns 6 and 8 of Table 1)
to be close to the means of (kr’); and (kgr’);, (Columns 2 and 3 of Table 1). Table 1

shows that this is indeed the case.

11
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Fig. 10 illustrates the determination of (kg’)°27; and Columns 11 and 12 of Table 1
list the derived values. The determination of the heat transfer coefficient att = T is not of

any particular significance and this particular method of evaluation was not included in the
ICARUS package.

Figs. 11-14 illus;[rate the determination of (kg’)’6; and (kgr’)°3s2 based on forward
integration of the data from t = t;. Here Figs. 11 and 12 use the first 33 data points adjacent
to t =t, while Figs. 13 and 14 use the 33 data points adjacent to t = T. It can be seen that
these evaluations are unsatisfactory from several different points of view. In the first place,
the origin of the plots is not well-defined ( dA6/dt # 0 as t -» t;); secondly, the range of the
extrapolations required is too long (see especially Figs. 11, 13 and 14); thirdly, the values
of the absissae are large and comparable to the ordinates (see especially Fig. 12). It is not
surprising therefore that the determination of the heat transfer coefficients using these
particular procedures fails (see Columns 12-16 of Table 1). It was pointed out that
evaluations near the end of the calibration pulse (Figs. 13 and 14 and Columns 17-20 of
Table 1) would be more satisfactory than those based on the region close to the start of this :
pulse, t=t, (Figs. 11 and 12 and Columns 13-16 of Table 1). As the time at which the
derived heat transfer coefficients might apply was uncertain, the procedures based on the
forward integration of the data sets was excluded from the ICARUS Systems [see F ootnote‘

(8)]. However, the evaluation of (kg”)’3; near t=t,, Column 21 of Table 1, was included to

Footnote (8) However, we believe that the evaluations carried out by the group at the New

Hydrogen Energy Laboratories have been based on such forward integrations..

serve as a check on the evaluation procedures.

It is important to point out a major limitation of these data analyses. It can be seen
that the time-dependence of the evaluated heat transfer coefficients e.g. see Figs. 3 and 6,

1s entirely in accord with the expected behaviour, equations (A.1) and (A.2). It was

1?9
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therefore hoped that the derived values of the water equivalents, CpM, could be used to
provide the minor corrections to the level of the electrolyte required to allow the
presentation of the derived heat transfer coefficients on a single plot versus the electrolyte
content of the cells. However, this hope could never be realised; the water equivalents are
derived from the slopes of the plots such as those in Fig. 7A-10. Inevitably, ';his introduces
errors into the estimations of CpM and the accuracy of these water equivalents is therefore
insufficient to allow the corrections of the heat transfer coefficients for changes in the

level of the electrolyte between the successive measurement cycles.

In view of this deficiency, a level controller was added to the ICARUS -1 system in
the development of the further ICARUS -2 instrumentation. The principle of this level
controller 1s illustrated in Fig. 15B and it was estimated that this would reduce the errors of
the heat transfer coefficients between successive measurement cycles to ~ 0.04%. -
However, these level controllers were never used. It was also apparent that it was

necessary to control the level of the water baths surrounding the calorimeters, but such

level controllers were never constructed.

Fig. 15B also illustrates a further feature of the instrumentation: the proposed use
of the cell currents to drive the resistive calibration heaters. This aspect is discussed further

below, see Fig. 20.

It is also necess:‘lry to assess the errors inherent in the various evaluations of the
heat transfer coefficients which can be conveniently carried out by using the relevant
standard deviations. Thus Fig. 16 shows the standard deviations of 10° (kg’),; and
10° (‘l&-’)“ as a function of time for Days 1 and 2 of the measurement cycles. The second is
lower than the first by about (6) % as would be expected if these differential coefficients

show normally distributed random errors (due principally to errors in the temperature

measurements cf. Fig. 4).

Next, Fig. 17 shows the standard deviations of the integral lower bound heat
transfer coefficients (kg’),; and (fc?)z], Note first of all that ¢ (kg’),; is much smaller than

o (k)1 which illustrates the benefits of using the integral rather than the differenwal
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coefficients. However, we find that o (-IE;’_)ZI > o (kg )21 which is clearly impossible. This

result is, in fact, due to the systematic decrease of (kg’);; (and of all the other heat transfer

coefficients) with time.

The effects of these systematic variations with time can be taken intonaccount by
evaluating the standard deviations about the median centre lines. The effects on the results
inFig. 16 are entirely negligible (of order 10" ie. 0.00001 on the scale of Fig. 16)
confirming that the fluctuations are due to random errors. The effects on the standard
deviations of the integral heat transfer coefficients are shown in Fig. 18. We see that
o (kg )21 is now of the same order as o (kg”),;. We would expect it to be much smaller but,
evidently, we now reach the limit of the evaluation procedures: we cannot investigate
random or systematic errors in these coefficients if these are less than 0.00001x10° (kg’) as

this is the cut-off limit of the interpretation. [see Footnote (9)]

Footnote (9) However, we see that the integral heat transfer coefficients in Figs. 6-10 are
not statistically independent as the process of integration uses all the preceding values of
the coefficients. Fig. 19 shows we can get round this difficulty in principle; we section the
data (here into sectors of 28,650s duration) so that we obtain a series of statistically
independent values of (kg’),;. However, note that these values will converge onto the
relevant plot of (kg”);; versus time. A realistic application of this methodology would
require a raising of the rate of data acquisition (desirable for other reasons). A practical
limit is set by the time-lags in the glass shields surrounding the thermistors-say ~ 10s. This
would allow the making of ~ 60 measurements of statistically independent values of
(kr’)2; over a two day period. However, it is debatable whether such an investigation

would be useful as these values of (kg’),; would converge onto the (kg’);; median line.

An alternative way of testing the errors of the integral heat transfer coefficients is
to apply equation (A.13) to the data and to then evaluate the standard deviations of the

derived values of (kg”)’;;. This method has the advantage that it simultaneously tests the

14
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applicability of the differential equation modelling the calorimeters by testing whether the

heat transfer coefficients can be represented by a single, ime-independent value.

Fig. 20 gives the results for days 1 and 2 and for days 9 and 10 of the measurement
cycles. If we exclude the first ~ 100 points in the integration procedure, we find that the
relative standard deviations & (kg’)°2; / (kr’)°2: is just 0.0056% for the measurements on
Days 1 and 2 (i.e. better than the specification 0.01% for the instrumentation). The
comparable relative standard deviation for Days 9 and 10 is 0.015% which is actually -
better than the 0.1% which was specified for the instrumentation. However, closer
inspection of the data in Fig. 20 shows that the results for (kg’)’;; actually fall into two -
groups separated by the cessation of the calibration pulse. The relative standard deviations -
on the two sides of this dividing line are 0.0023%. The mismatch of the kind observed for
Days 9 and 10 is presumably due to errors in the power delivered by one or both of the
polarising circuits used to drive the cell and the calibration heater. The circuit illustrated in -
Fig. 15B was therefore devised to use the same current supply to drive both the cell and the

calibration heater. However, this feature of the switching boxes was never put into use.

We observe that notwithstanding the errors illustrated in Fig. 20, the relative
standard deviations are so small that it should be possible to make thermal balances to
within 0.1mW for a typical input of | W to the calorimeters. The analysis presented above
indicates that such balances should be made using the integral heat transfer coefficients
(kr’ )22 estimated at t = 0. Table 2 illustrates such a calculation made using the seven
applicable measurement cycles. We can see that the rate of excess enthalpy generation .
shown in Column 8 is 0.0011W. These rates, also shown in Figs. 5A and B in comparison .
with those calculated using the differential heat transfer coefficients (kg’);,, are
approximately equal to the rates which may be calculated for the reduction of .
electrogenerated oxygen present in the cell (compare[12]). It will be clear that we mi]st
regard the rates as being constant during each measurement cycle, an assumption which is
evidently justified. The data shown in Column 8 of Table 2 confirm that such rates can be
estimated to within + 0.0001 W which requires that the accuracy of the true integral heat

transfer coefficient is nearly equal to the precision of the lower bound values, i.e. that the

errors are ~ 1 0.01%.
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Discussion

We note first of all that the radiant surface area of the ICARUS-2 cell used in these
experiments was 109.7cm’. Multiplying by the Stefan-Boltzmann coefficient 5.6703x
10">Wem™K™* we obtain (kg”)e2 = 0.622x10° WK™, which is close to the vaiue
determined by the calibrations, Table 1. The agreement of the predicted and measured
values can be taken as a justification for the representation of heat transfer by equations
such as (A.3) where the rate of radiative heat transfer is increased slightly from the value
which applies to radiation alone to allow for a small term due to the effects of conductive
heat transfer.

We also note that marked increases of the heat transfer coefficient trom the value
predicted from the Stefan-Boltzmann coefficient and the radiant surface area (which have
been observed in numerous experiments) indicate a “softening” of the vacuum in ;he
Dewar flasks (or faulty construction of the cells) and/or inappropriate experiment designs
and methods of evaluation of the data as well as neglect of the effects of “positive |
feedback™. »

The material presented in this paper shows that exact data analyses should be based
on the evaluation of the true integral heat transfer coefficient, (kg’),2, coupled to the
integral lower bound heat transfer coefficient(kg’),;. Accurate and precise estimates of
these coefficients can be obtained from (kg”); and (kgr’)%1, the values that apply to the
calibration period t;<t<t,. The procedure which we have illustrated here was part of that

incorporated in the ICARUS-Systems methodology (3).

The accuracy of (kgr’),; and precision of (kg’);; are very nearly equal with errors
of ~+0.01%. Such errors can in fact be estimated from the errors in the temperature
measurements coupled to the averaging procedures which have been described in this _
paper. The accuracy and precision which can be achieved should be compared to the rather

wild statements have been made in the literature about the accuracy of this type of

instrumentation. Such statements can be seen to be the outcome of inadequate experiments

coupled to inadequate and incomplete interpretations.
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It will be seen that the application of the integral heat transfer coefficients requires
that the rates of any excess enthalpy generation be constant in time. In turn this requires
that the experiments be carried out using suitable “blank systems “. If the rates of excess
enthalpy generation vary with time, we will inevitably conclude that the instrumentation
has enhanced errors. Moreover, such a conclusion will apply to any calorimetric system

which we might propose.

The wild statements made in the literature extend also to the effects of the rates of
reduction of electrogenerated oxygen. These rates can be estimated perfectly adequately by
carrying out suitable “blank experiments”. We note that if the precision and accuracy of
the experimentation is lowered to say 1%, it will then be impossible to measure such
rates; equally, it will be impossible to monitor the build-up of excess enthalpy generation:
until this has reached specific rates in the range 0.1-1Wcm™, Such deficiencies are no
doubt at the root of many of the further confusing results and statements which have been -
made in the literature.

We observe also that the calibration of the cells could be based equally well on the
determination of the lower bound heat transfer coefficients for suitable “blank
experiments”. The use of such heat transfer coefficients in the data analysis for Pd-based
cathodes in D,O-based electrolytes will then automatically discriminate against the
contribution of the reduction of electrogenerated oxygen to the total rates of excess

enthalpy generation.

17

206



Appendix

It has been established that at low to intermediate cell temperatures (say 30° <0 < 80°) the
behaviour of the calorimeters is modelled adequately by the differential equation

CpM (dAe/ dt) =[Eceil(t)'Ethennoneutral,baih]I iy Qf(t)
change in the enthalpy input rate of excess
enthalpy content due to enthalpy
of the calorimeter electrolysis generation
calibration pulse rate of enthalpy removal by the gas stream with

Eermoneutra T€fEITEd to the bath temperature

- (k)0 gl 1-71] {£1(6)/0’ paut40AB} (A1)
time dependent  effect of effect of

heat transfer radiation conduction

coefficient

With the calorimeters supplied with the ICARUS Systems, the conductive contribution to heat
transfer is very small. This term could therefore be “lumped” into the radiative term by allowing for
a small increase in the radiative heat transfer coefficient;

) Radiative heat transfer = (kg”)°[1-1t][(Cvat +A0) 0" ait] (A.2)

The values of the pseudoradiative “heat transfer coefficient, (kg”)[1-yt], derived are close to
those calculated from the Stefan-Boltzmann coefficient and the radiative surface area. If the time
dependence of the heat transfer coefficient is not included explicitly in equation (A.2) then

Radiative heat transfer = (kg”) [(OvatntA0)"-0"att] (A.3)

where the pseudoradiative heat transfer coefficient, (kg’), now shows a weak time-dependence.
The simplest starting point is to assume that there 1s no excess enthalpy generation in the .
calorimeter and to evaluate a corresponding “differential lower bound heat transfer coefficient” at a
time just before the end of the calibration pulse, t=t, :

(kR, )l=[(Eccll(t)'Ethumoneuhxl,bath)I'AHevap(t)'CpM(dAe/ dt)+AQH(t-t1 )]/ f| (9) (A 4)

This was the first heat transfer coefficient used in our investigations, hence the designation
(kr’)1. It will be apparent that the differential lower bound heat transfer coefficient (kg’);;, may be
evaluated at other points of the measurement cycle, by changing the enthalpy input due to the
calibration pulse to

AQH (t-t;)- AQH (t-t) (A.5)

It is next necessary to evaluate a “true heat transfer coefficient”. The simplest procedure giving
(kg’); near the end of the calibration period at t=t; is obtained by including the calibration pulse
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(kg )= { AQ+[Ecen(AB2,1)-Ecen(AB1t5)[I-AHyap (A6 1)
+AH (A0, 1) - CMI(AAO/dt) g, 1, (dAO/dD)s0  1H/EO) - (A.6)
where we now have

£(8) = [Obatr+(A02,t)] “[BraurH(AB,1)]* (A7)

It can be seen that we need to eswmate the cell potential, the cell temperature and the differential
of this temperature at the time t=t, which would have been reached in the absence of the calibration
pulse [see footnote (A.1)]

Footnote (A.1) This evaluation was carried out in a somewhat different manner in the initial
studies (1), (2) (7) in an attempt to avoid the disadvantages of such interpolation procedures. The
values of (kg’);; and (kg’), obtained were used as starting values for the non-linear regression
procedure used at that time (2). As we could not make this procedure “user friendly.” with the
computing power then available to us and as, more especially, the methodology which we adopted.’
was evidently not understood (8). (for a further example of such misunderstanding see (5) ) we -

adopted the methodology described in the present paper. This methodology was also the basis of
the ICARUS Systems (9).

As is explained in the main text, it is preferable to base the evaluation of the “raw data” on
the integrals of the enthalpy input and of the temperature functions rather than to lower the
precision and accuracy of the evaluations by using the differentials of the inherently noisy
temperature-time series.

For the backward integrals starting from t ~ T we obtain

(kr )21 = J;net enthalpy input (z)dz - C_M[A6(t)- AB(T)] - Qdt-T] (A.8)
[££,(6)de fFfi(@)dr (5, (0)d

while forward integration from the start of the measurement cycle

(k') = I net enthalpy input ())de - CM[AB(D) - ABO)] - Q] (A9)
[fi(0)de fEfi0)dr JER(0)dr

The evaluation of the heat transfer coefficients applicable to particular time regions

(1 = 5,6,7,8) simply requires changes in the lower limits of the relevant integrals.
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The evaluation of the “true heat transfer coefficients” requires the combination of
the enthalpy inputs in equations (A.8) and (A.9) with the thermal inputs made atoneora -
series of points. This can be carmied out in a number of ways; we confine attention here to
the procedure originally suggested in the Handbook for the ICARUS - 1 System (9). If we
consider (kg )62 and if we make a thermal balance just before the application of the

calibration pulse, then if the system has relaxed adequately so that we can set dA6/~0

0 = [Net enthalpy input (t;)][t- t;] + Qft- t;] -
(k)32 {[(Opass + AB(E)] - B%pae} [t- 1] (A.10)

Combination with equation (A.9) (with the appropriate change in the lower limit of the

integration) gives

t . i
(kg Jso= jEnlet enthalpy input (t)dt -[ net enthalpy input (t;)J[ t- t;] - -A6(t)]
Iy fi(6)dv IO
(A.1])

The corresponding equation for (kg’),6, follows from (A.11) on replacing t; by t,. It is
convenient to write all the equations for the determination of the relevant heat transfer

coefficients in the “straight line form™ e.g.

j?net enthalpy input (t)dt -[ net enthalpy input (t)][ t - t,] A< )
(29
) f1(0)dt -

= C,M[AB(t) - AB(t)] + s ke | (A.12)
Jtfi(@)de

where (kr’)°26, canbe seen to be the value of the integral heat transfer coefficient at

t =t, The value of t, should be chosen to be the mid-point of the measurement cycle as
(kr*)%262 1s the most useful (and well defined) value of the true heat transfer coefficient. [t
should be noted that extrapolations such as (A.12) automatically remove the effects of CpM
on the value of the derived heat transfer coefficient (a desirable feature because the water

equivalents of the cells have the highest errors).
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The integral lower bound heat transfer coefficient, (kg’)°21 (€quation (A.8) with T
replaced by t,) and the integral true heat transfer coefficient , (kg*)%s, (equation (A.12))

were the “target procedures™ for the ICARUS -style evaluations of the experimental data

(9.

It should be noted that the definitions of the integral heat transfer coefficients given in
this Appendix have regarded these coefficients as being constant in time whereas we would,
in fact, anticipate a weak time dependence e.g. equation (A.2) or Fig.6. This weak time-
dependence causes an equally weak time-dependence of the derived heat transfer

coefficients. Use of the more exact equation (A.2) gives for example for the derived values
of (kg’)y;in (A.8)

(e’ )ar = (')l 1- 6 T) + i (@) dndo/f Fy@)d] (Aa13)

where (kg’)%,; is the value of (kg’);; att = T. An ultimate test of the validity of the
representation of the calorimeters by the differential equation (A, 1) is therefore the question
of whether the heat wansfer can be represented by a single time -independent coefficient,

here (kg’)°. This question is discussed further in the main text.

We also note that if we regard f1(0) as being constant throughout the measurement cycle

(which is a rough approximation for the case of the “lower bound heat transfer

coefficients”) then (A.13) becomes
(kg')a1 = (kr")’u[1+¥(T-1)2] (A.14)
Similarly, we obtain

(k") = (kg’)°u[1-y¥2] (A.15)

where (kg’)%3; is now the value of (kg”)s; at t = 0. It follows that the slopes of the plots

of (kr*)21 and (kgr”)3; versus time are roughly one half of the plot of (kg’);; versus time (cf.
Fig. 6)

For a mofe complete discussion see (10), (11).
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calibration period at t = t,.
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Galvanostat for
cell current

Galvanostat for
heater calibration

The “pre-ICARUS”
and “"ICARUS-1 phases”

Fig. 1ISA  Schematic of the polarising
circuit used with the ICARUS -1 System.
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level sensor

Instructions for the
‘ICARUS-2 phase”
systems

Fig. 15B Schematic of the polarising
circuit used with the ICARUS -2 System.

The figurc shows the provision of the
means of using the cell current to
calibrate the system as well as the means
for testing the level of the electrolyte in
the cell.
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TABLE 1 Summary of some important values of the heat transfer coefficients.

ICARUS METHQD

2

L1

4

1°(g);  10°(kg)2 10°(ke) 251

Days WK* wK* wK*

near t=t, near t=t; near t-0
land 2 0.6215
3and4  0.61913 0.61706 0.62179
5and 6 0.62056 0.62016 0.62177
7 and 8 0.62043  0.62202 0.62205
9and 10  0.62049 0.62446 0.62192
11and 12 0.62075 0.62139  0.62207
13and 14  0.61972 0.6185 0.62172
15and 16 0.61985 0.62051 0.62172

mean mean

0.62013

0.62059

NK!
r

-349.8
-0.99961
-331.6
-0.99955
-348.2
-0.99961
-349.6
-0.99987
-356.9
-0.99838
-355.6
-0.9998
-362.3
-0.9995
-348.3
-0.99964

6

10°(kg) 261
/WK™
near t=t,

0.61953
0.62115
0.62123
0.62087
0.62135
0.62071
0.62065

mean
0.62078

ICARUS METHOD

7

Cc,M
IK?!
T

-348.6
-0.99975
-340.2
-0.99991
-340.7
-0.99993
-341.1
-0.99993
-339.8
-0.9999
-337.5
-0.99994
-339
-0.9999

8

n0
10°(kx) 262
/WK
near t=t,

0.6196

0.62124

0.62111

0.62085

0.62133

0.62101

0.62064

mean
0.62083

/IK?!
r

-397.4
-0.99977
-339.1
-0.99993
-340.2
-0.99992
-341.1
-0.99994
-339.7
-0.99991
-336.1
-0.99994
-338.9
-0.99994

13

10°(kg)"s61

/WK*

evaluation

near t=t,;

0.63367
0.62719
0.64828
0.62242
0.63371
0.64916

0.61047

10 11 12
10°(kg) 21 10°(kg)’2m
/WK* /WK* NK!
129,000s T
0.619035
0.618326 0.61884 -322.5
-0.99993
0.619428 0.61976 3277
-0.99999
0.61979 0.61916 -326.8
-0.99998
0.619579 0.61977 =330
-0.99999
0.619157 0.61951 -329.7
-0.99998
0.61874 0.61913 | -325
1-0.99997
0.618502 0.61885 -321.8
~-0.99907

14 15
10°(kg)’s6

JIK! /WK*
evaluation
near t=t,

2821  0.8132

-0.98786

-310.2  0.70098

-0.99862

2114 1.15002

-0.88512

23412 0.53265

-0.98509

2735  0.94799

-0.9667

-205.2 0.94681

-0.96089

-408.6 -0.33424

-0.90565
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16 17
10°(kg) 361
/1K /WK™
T evaluation
near t=t;

-281.4  0.62032

-0.99827

-310.9  0.62094
-0.9997

-181.1  0.62086
-0.969

-363.3  0.62099
-0.99973

-242.5 0.62094
-0.99231

-211  0.62041
-0.98956

-580.7 0.62044
-0.98163

18 19
10°(kr)"s6
/K /WK™
r evaluation
near t=t,

-321.6 0.62331
-0.99891

-341.1 0.62017
-0.99927

-347.9 0.61934
-0.99782

-338.7 0.62131

-0.99951
-375.7 0.61925

-0.99921
-328.9 0.62007

-0.99926
-3299 0.61872

-0.99978

ICARUS

METHOD
20 21
10°Gcg s,
/1K /WK™
r near t=11

-323.4 0.61886

-340.6  0.62028

-0.99941

-347.5 0.62063

-339.4

-0.99952
-375 0.62704

-0.99933
0.61704

-0.99808

332.6 061734

-0.99964
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[Table2 | [ N | ' | - S

| Thermal balances using the integral heat transfer coefﬁci_ént based on backward integration of the data sets.

I l I | | | | l ]

| + | 2 | 3 [ 4 | s | 6 | 71 | 8 | I

I l | I | l [ | l

| Days | inputdr [10® £,(8)dq10°(ke)sez| 10°(ka')asz| thermal | output |equivalent| l

l ] i) , K l /WK™ , /WK™ l output l:iﬁpgtﬁdt]excess ratelr 7 ’
neart=t, | neart=0 | /J 23 W

l ' |

3and4 | 140501.1| 226640.2| 0.6187| 0.6195| 140403.6| 181.313| 0.00109

Sand6 |141849 | 228529.4| 0.62034| 0.62114] 141948.8| 182.824| 0.00110
| . B

7and 8 | 141774.4| 228484.3| 062021 062101 141891] 182.788] 0.00110|

9and 10 | 143166.6| 230672.1] 0.61995 0.62075 143189.7 184.538 0.00111] [

. | _ [
0.62043| 0.62123| 144028.6 185476 0.00112
. l r
|13 and 14| 145003.8[ 233772.4| 0.62011 _ 0.62091| 145151.6 187.018| 0.00113
I [ l I

| |
15and 16| 144858| 233584.8| 0.61974  0.62054| 144948.7| 186.868| 0.00113|

11 and 12| 143956.7| 231844.2|
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Dear Cold Fusion Authors, = Shvwas

September 5, 2006

I have tried very hard to get an important manuscript that was written by Martin Fleischmann to
be published by the Journal of Physical Chemistry. This manuscript is a more detailed version of
the paper in ICCF-10 Proceedings, pp. 247-268. The Editor (George C. Schatz) sent this
manuscript out for review, but he obviously selected only cold fusion critics. The publication of
this manuscript in a major journal would be a major step in gaining acceptance for cold fusion
calorimetry and the earlier work of Fleischmann and Pons.

I asked the Editor outright if he would publish this manuscript if I could completely refute the
reviewer's comments, but his response was that this battle would likely not work for this
manuscript. Nevertheless, I submitted my full rebuttal of the reviewer comments. The Editor
sent my rebuttal to the reviewers, but he informed them that they need not respond to my
rebuttal. Therefore, no response has been received. I would like to make my battle with these
reviewers public because I am certain that they cannot defend their negative comments regarding
this manuscript by the use of any scientific principles.

Please let me know how to proceed to make this matter public. Furthermore, you may use this
material in any manner you want. Should I post this to the CMNS group?

The following are attached:

1. November 1, 2005 letter to George C. Schatz with manuscript. November 8, 2005 — received
email response assigning Manuscript #JP058292].

2. March 6, 2006 comments from Reviewers 65 and 69. I am forwarding the email of the
reviewer comments.

3. My March 14, 2006 reply to the editor to point out the unfair bias of the two reviewers
selected.

4. March 30, 2006 reply by the two reviewers to what I thought was a private letter to the editor.
5.. April 17, 2006 reply of this editor to my asking if this was a winnable battle.
6. My June 4, 2006 letter to the editor along with my full rebuttal to each reviewer.

7. My July 16, 2006 email asking for the reviewers to respond to my rebuttal.
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8. TheJuly 24, 2006 reply from the editor informing me that he had told the reviewers that
they did not need to respond to my rebuttal and that the matter was closed.

Dr. Méelvin H. Miles
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Dr. Melvin H. Miles
Department of Chemistry
University of LaVerne
1950 3% Street
La Verne, California 91750
909-593-3511 Ext. 4646
mmiles@ulv.edu work
Work Fax: 909-392-2754
November 1, 2005

George C. Schatz

Editor, The Journal of Physical Chemistry
Department of Chemistry

Northwestern University

Evanston, IL 60208-3113

Dear Dr. Schatz,

Enclosed are three copies of a manuscript titled "The Precision and Accuracy of Isoperibolic
Calorimetry as Applied to the Pt/D,0O System” to be considered for publication in the Journal of
Physical Chemistry B. Although Martin Fleischmann (Fellow Royal Society) is the main author,
| have studied this manuscript extensively and agree that the reported calorimetry is correct and
accurate as stated. Therefore, this calorimetry should be of interest for the study of a variety of
electrochemical reactions. Please note that | have previously reported on related calorimetric
studies (J. Phys. Chem., Vol. 98, No. 7, pp. 1948-1952, 1994).

Although editors and reviewers may want to reject this manuscript based on the dreaded words
"cold fusion", please note that these words are seldom used in this manuscript, and there are no
clams of excess heat or other anomaous effects. Therefore, the authors hope that this
manuscript can be evaluated ssimply on known principals of physical chemistry. When the correct
data analysis is applied, then the accuracy of this calorimetry should approach the accuracy of
the temperature measurements, i.e. about 99.99%. Similar to the differentia equations of
chemical kinetics, it should be obvious that integration gives more accurate constants than the
use of the differential equation.

| hope that this manuscript can be divorced from the paranoia of cold fusion and evaluated purely
on its scientific correctness.

Sincerely,
Dr. Melvin H Miles

Visiting Professor
University of LavVerne

encl.

241



From: Davine — Journal of Physical Chemistry

To: mmiles©ulv_edu
Date: Mon. 06 Mar 2006 17:59:58 -0600
Dear Dr. Fleischmann:

Enclosed are two reviews of your manuscript. As you can see, the reviewers are very critica
concerning the technical details of your experiment, and the analysis of your results. In view of
this, | have decided to reject your paper.

Sincerely,

George C. Schatz
Editor-in-Chief

kkhkhkkkhkhkkhkhhkkhkhkkhkhkkkhkk*k

Reviewer 65 - See attached pdf file.

kkhkkkkkkkhkkhkkhkkhkkkhkkkkk*k

Reviewer 69 JP058292J-28-594

Remarks on M. Fleischmann and M.H. Miles, "The precision and accuracy of isoperibolic
calorimetry...", This paper isfar too long and if indeed to be published, should be roughly halved
in length. It has anumber of problems, as outlined below. All in al, the paper is very unreadable,
as much seems to be assumed understood rather than specified. Isit areport of new results? Isit
areanaysis of old results? This should be made clear. The statement on page 1, that the
"experiments reported in this paper are closely related to those which we have reported
previously" does not tell us.

1. Thereis no indication of where the data comes from. Is this recycling of 1990 data or if not,
where were the measurements taken? There is virtually no detail on the experimental conditions,
materials, control circuitry etc. On p.4, NMR results are named to confirm the absence of isotope
separation (which will be a surprise to € ectrochemists); where are these results from? Carried
out by the present authorsin the course of this work, or where?

2. P.2. point (i): Heat transfer is said to be controlled by radiation, but there are other known heat
paths, by conduction, and amajor heat transport contribution by the effluent gasesis entirely
ignored. Can it be justified to assume even "pseudo” pure radiation heat transfer behaviour? This
needs at least to be justified. Even the detailed analysisin ref (2) mentions conductance as
significant.

3. P.3 point (v), uniform temperature. This reviewer has checked through Britz's Cold Fusion
Bibliography, currently containing 1356 entries, of papersin refereed journals. A quick search
through thisfinds at least four papers in which temperature gradients in such cells as were used
here were noted. The authors of the present paper do show two thermistorsin Fig. 1, but they are
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not referred to otherwise. If the two thermistors always agreed perfectly, this should be stated.
More likely, there were temperature fluctuations at both thermistors, but at least the means and
standard deviations should be shown to be the same, within the error.

4. P.4 point (viii), no parasitic reactions? At |east one comes to mind, the deposition of Li. There
isagood number of papers (again to be found by a search through the bibliography) of papers
reporting such deposition, up to about 1%at. This may not contribute significantly to heat
generated, but that should be mentioned and discounted with reasons given.

5. On the same page, point (ix), it is stated that effluent gases show close to 100% current
efficiency, and also that the heavy water that needed to be added aso showed the same. Thiswas
surely much less accurate a measurement? How was it made, within what precision?

6. p.5, Measurements and interpretation: Fig. 2 shows "raw data"; as asked for above, from what
experiments? Old work, or newly performed work by the authors? It seems also unfortunate that
a Pt cathode is used to calibrate the system. The authors are no doubt aware that Storms has
claimed that excess heat can aso happen on Pt cathodes (this can be seen on the LENRCANR
website). This should at least be mentioned and reasons given why this does not matter here.
This applies also to "blank systems" on p.17. Also, the perturbations mentioned have not been
described. Are they current steps, or what? In fact, it does not seem that it has been mentioned
anywhere whether current or potential was controlled, except perhaps in the word "gal vanostat"
in alater figure. Will all readers of thisjourna know what that is?

7. P. 9 equation (3), the symbol isintroduced, but this reviewer finds nowhere a definition of it.

8. P. 9 egn (A14) and (A15) on page 10. These are copies of the same equationsin the
Appendices, and should simply be referred to here, not reproduced.

9. Figs. 5, why the sawtooth shape? More unspecified peturbations?

10. Figs. 7-14 seem too many similar figures. Here is one place where much bulk can be saved,
by presenting just one, and simply describing the results of the others. The intercepts these
figures produce can be tabled, along with their SD values.

11. P.12 et al; alargish number of possible methods are described and discounted. It seemsto
this reviewer that they need only be briefly mentioned as possibilities, without detailed
description, equations or results, and focus can then be directed on the one method that was
found to be best. Thiswould again save much bulk.

12. P. 12 Footnote (8) Where are these Hydrogen Energy Laboratories? They do not appear
anywhere else in the paper.

13. P. 13, Fig. 15isnot realy needed either; afew words would suffice, along with mention of
Fig.l. Likewise, Fig. 16 could be replaced by a simple statement that the error takes the value
0.002, rather steady with time.
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14. P.15 line 3 from "We observe..." How does the very precise figure 0.1 mW relate to the error
introduced by heat carried out by effluent gases? One suspects that it should be much larger.

15. Pp.16, 17: "Wild statements have been made..." Where have these been made? References
are needed. Bland statements like this are themselves wild.

16. Reduction at the cathode of oxygen produced at the anode is mentioned, and the paper by
Will isreferred to. There have however been some papers by Shanahan in Thermochim. Acta,
suggesting that the very good mixing of the cell's contents can result in merging of deuterium
and oxygen bubbles and their transport to the electrodes, there to recombine, catalysed by the
electrode metals. This possibility was not included in the Will paper. The authors should address
this possibility.
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Review of JP058292] — Martin Fleischmann and M. H. Miles
The precision and accuracy of isoperibolic calorimetry as applied to the Pt/D,0 system.

This paper promul gates the same cal orimetric measurement error made by Pons and Fleischmann
in their original work. To make accurate measurements of heat rates with a heat conduction
calorimeter, the temperature difference between the system and surroundings must be measured
across the major path for heat transfer. (The authors need to read some of the classic works by
Tian and Calvet and Wadso.) In the original work Pons and Fleischmann measured temperatures
inside their Dewar (similar to this study) standing in a dishpan of water, and assumed the rate of
heat production inside the Dewar was a function of the temperature difference between the water
in the dishpan and inside the Dewar. They thus assumed the mgjor heat transfer path was through
the walls of the Dewar into the water. However, the main path was through the electrical leads.
The water temperature in the dishpan was essentially irrelevant to the rate of heat production
inside the Dewar.

The calorimeter system described in this paper is a poorly designed and incorrectly analyzed,
isoperibol, heat-conduction calorimeter. The basic assumption made in analyzing the datais that
the main path of heat transfer from the system (the solution inside the Dewar) to the
surroundings (the water bath) is through radiative heat transfer, i.e. “the conductive contribution
to heat transfer isvery small.” (Appendix) No evidence to support this assumption is given other
than that the result “is close to the value determined by the calibrations.” Although no data are
given on the dimensions of the silver on the Dewar, electrical |eads and other connections
between the system and surroundings, or the room temperature, | suspect a simple calculation of
thermal conductivities of these paths would show they are more significant than radiant transfer.
(The authors need to read a paper by Christensen and |zatt in Scientific Instruments and another
by Wadso on the effects of Dewar design on the apparent time constant of thermal conductivity
between the inside of the Dewar and the surroundings.)

Clarity. The clarity of the paper is poor. The word "isoperibol” means constant surroundings, and
does not describe the principle used for heat measurement. The measurement method is based on
heat conduction and follows the law for heat transfer, i.e. dQ/dt = kAT + Tian correction during
transients or the Stefan-Boltzmann law if heat transfer is solely by radiant energy (a condition
that is very difficult to achieve).

Length. From page 5 on, the paper isfar too long and confusing. Henry Eyring once said
research was like finding a path through the woods. First, you cut down all the trees, find the
path, map the path, put all the trees back up, and then write a paper describing the path. These
authors want to tell us about every tree they cut down, not just where the path is. Twenty figures
isindigestible. And, to submit atable with handwritten notes! The purpose seemsto beto
overwhelm the reader with so much data, that they forget where they are going. Convince me
with logic and reason, not with masses of numbers and incorrect statistical analyses. The authors
need to try for clarity, not obfuscation. The claim of 99.99% precision and accuracy is
unbelievable.
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Referencing. The references are inadequate. References 3, 6, 10, and 11 are not readily available.
No references to any papers critical of cold fusion are given, nor are there any references to
classical works on calorimetry.

Specifics.
Isoperibolic calorimetry in the title means little since it only says the calorimeter isin a constant

environment. What is the heat measurement principle? Temperature rise, heat conduction, and
power compensation (including phase change) are the only possibilities.

It is doubtful that the contents of the calorimeter are always at a uniform temperature considering
the large heat inputs and evaporative losses in the gas flow,

The heat sink consists not only of the water bath, but also the lid aroom. How are the leads, etc.
thermally connected to the room? What temperature is the room?

How does the el ectrolyte used ensure that there were no parasitic reactions?

How was it confirmed that the volumes of the gases evolved agreed to within 1% of those
calculated?

Item (X) makes me wonder if the system was operated and analyzed as a steady state system, or
as atransient system? The analysis appears to be a mixture, but it is certainly not clear.

Item (xii) indicates the lead wires were insulated from the room, so the heat sink for these heat
transfer paths are the connections to the power supply, €tc.

Use of T for timeis apoor symbol.
Kel-F is electrochemically active, being used as the anode in some batteries. Is this a problem?

Since the wrong model (radiation only) was used to analyze the data, the remainder of the paper
needs no further comment.
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Dr. Melvin H. Miles
Department of Chemistry
University of LaVerne
1950 3% Street
La Verne, California 91750
909-593-3511 Ext. 4646
mmiles@ulv.edu work
Work Fax: 909-392-2754

March 14, 2006
Email: Davine — Journal of Physical Chemistry
Dear Dr. Schatz

| have studied your reviewer's comments and agree with some of them. The paper was too long,
but 1 thought that many of the figures could be published as supplementary materials. The clarity
of this paper could also be improved. However, many reviewer comments are simply wrong. The
following is a list of some of these erroneous comments. | will call them Reviewer 1 and
Reviewer 2 because it is not clear to me which comments belong to Reviewers 65 and 69.

Reviewer 1

1. The mgor heat transport contribution by the effluent gases was not ignored. Thisterm is
clearly defined in Equation A.1 of the Appendix. This major false statement alone should
disqualify this reviewer. The entire paper is based on this differential calorimetric
equation. | have published a very similar differential calorimetric equation in J. Phys.
Chem. 98, 1948-1952 (1994).

2. The NMR results do not confirm the absence of isotope separation. Instead, NMR results
confirm the isotope separation that preferentially removes H rather than D to remove
unwanted H,O contamination from the heavy water. This helps to maintain the isotopic
purity of the system.

3. Correct cell designs yield uniform temperatures. These were long and narrow cells in
contrast to short and broad cells that yield non-uniform temperatures. Both thermistors
yield identical results. Tests using sixteen thermistors placed throughout these cells show
uniform temperatures during electrolysis.

4. Storms is aone in left field with his claim of excess heat using Pt cathodes. Any real

excess heat found by Storms likely resulted from dissolution of his Pd anode and then
with this Pd plating out on his Pt cathode.
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Reviewer 2

1. Cdling a precisely thermostatted water bath a "dishpan of water” is unprofessional and
demeaning. The temperature in this bath was controlled to better than +0.01°C. This
comment alone shows this reviewer's unscientific prejudice, hence his comments should
be tossed. Obvioudly, the rate of heat production inside the Dewar is independent of the
constant temperature of the bath.

2. The close agreement of the experimental heat transfer coefficients with values
theoretically calculated using the Stefan-Boltzmann constant (p. 3) proved that the heat
transfer occurs mainly by radiation (not conduction).

| have read previous false statement by Steve Jones of BYU stating that Kel-F is
electrochemically active. If you selected either Steve Jones or Lee Hansen of BY U as reviewers,
then you guaranteed yourself a very negative review. Apparently, this is the easy way out for
editors who receive cold fusion papers. Quite different reviews could be obtained from Dr. David
J. Nagel of The George Washington University, Dr. Michagl Melich of the Naval Postgraduate
School, Dr. Michael McKubre of SRI International, Dr. Peter L. Hagelstein of MIT, Dr. John
Dash of Portland State University, Dr. Scott R. Chubb of the Naval Research Laboratory and
many others. Please try to prove me wrong by sending this manuscript to some of these scientists
who may actually understand the basic calorimetric equation that is the focus of this paper.

Sincerely,

Dr. Méelvin H. Miles
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From: Davine — Journal of Physical Chemistry

To: mmiles@ulv.edu
Date: Thu. 30 Mar 2006 14:06:57 -0600

Dear Dr. Miles:

Enclosed are comments from the two reviewers of your manuscript. As you can see, neither
reviewer feels you have enough of a case to proceed. After looking this over, | have decided not
to consider your paper further.

Sincerely,

George C. Schatz
Editor-in-Chief

kkhkhkkkhkhkkkhkhkkhkikkhkkikk*k

Reviewer 65

WEell he got me on the first point; there was indeed a heat term in (Al) from evolved gases, which
| had overlooked (I plead length and organization of the paper). In the text, however, it says that
radiation controls heat transfer, so it seems that this term is thrown out after getting mentioned,
without much explanation given.

On the NMR point, the text is at best confusing, seeming to state that the isotopic composition of
the water is preserved. Thisimplies no separation, which would gradually change the
composition - asisindeed made use of in industry, | believe.

All in all, Miles has not made much of an effort here. He does not address most of the points |
made, and where he does, and partially agrees, makes no promises of altering the paper
accordingly. He sticks to rubbishing the referees and asks for others, clearly al people who have
promoted cold fusion.

R R R B kb i

Reviewer 66

Agreement between the calculated Stefan-Boltzmann heat transfer coefficient and the measured
heat transfer coefficient does not prove that radiation is the major mode of heat transfer. It isonly
fortuitous that the constants for radiation and conductance come out about the same. The authors
made no attempt to even calculate the conductance. The "basic calorimetric equation” used to
describe the system in this paper is simply wrong, and playing games with reviewers will not
correct that error no matter how much Miles wishesit to be.
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To: Mel and Linda Miles <melmilesl@juno.com>
Date: Mon. 17 Apr 2006 10:44.06 -0500
Dr. Miles:

| appreciate your frank discussion. To be honest, | feel this battle is probably not going to work
for this manuscript.

Sincerdly,

George C. Schatz
Editor-in-Chief

kkkkkhkkkkhkkhkkhkkhkkkhkk*k

Dear Dr. Schatz

My previous brief comments to you were simply to show that, in my opinion, the two reviewers
were not qualified to review this manuscript based on some of their statements. My comments to
you were intended to be private and were not to be considered as my rebuttal to the reviewers.

However, it was my mistake to not have stated this clearly. As a matter of fact, | am quite willing
to write afull rebuttal for the two reviewers. | am confident that | can completely refute nearly
all their statements by using basic principles found in physical chemistry textbooks. However,
my recent bout with cancer makes me realize that life is too short to waste time fighting
unwinnable battles. | understand perfectly why you may not want to publish any manuscripts
related to cold fusion. Therefore, | would like to know that you would actually publish a
shortened revised manuscript after | win this battle with the reviewers. Martin Fleischmannisa
genius, aFellow of the Roya Society, and a man ahead of histimes. Very few people understand
correctly his calorimetric equations and complicated data anal yses methods, but that does not
make them wrong. Contrary to erroneous reviewer statements, the rate of enthalpy loss due to the
evolved gasesisincluded throughout these calculations. Professor Fleishmann's end result of

1.1 mW power due to the reduction of the electrogenerated oxygen agrees with theoretical
calculations for this system. Thereis no cold fusion occurring in this Pt/D,O system.

If you can honestly assure me that thisis not an unwinnable battle, then | will prepare full
rebuttals for these two reviewers.

Sincerely,

Dr. Méelvin H. Miles
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Dr. Melvin H. Miles
Department of Chemistry
University of LaVerne
1950 3% Street
La Verne, California 91750
909-593-3511 Ext. 4646
mmiles@ulv.edu work
Work Fax: 909-392-2754

June 4, 2006

Dear Dr. Schatz,

| realize that due to the political nature of the subject matter of Manuscript JP058292J that it will
probably never be published by the Journal of Physical Chemistry. Nevertheless, for the record |
should be entitled to give formal rebuttals to the comments of the two reviewers and to receive
their responses. My previous brief comments were intended as private comments to you relating
to the bias of the referees selected.

Please transmit my full rebuttal to the reviewers and ask them to respond. The reviewers should
respond to the specific comments using scientific principles rather than stating generalities.

Sincerely,

Dr. Méelvin H. Miles
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REVIEWER 65

-- . - - - - - —

The rate of enthalpy removal by the gas stream is clearly identified in Equation A.1 (Appendix).
The most important contribution is the enthalpy of evaporation of D,O, L. Therefore, this term
is defined as

31 ]
AHevap = E[P/(P * _P)][(CP-Dzo(g) = (,p,Dzo(,))AG + L]

The term is present in Equations A 4 and is included in every equation where “net enthalpy
input” is shown. Therefore, this reviewer’s later statement that this term is thrown out after
getting mentioned is completely false.

The exact expression for the rate of enthalpy transfer due to the D,, O, and D,0 gas stream is
given by Eq. 2 in J. Phys. Chem, Vol. 98, p. 1949 (1994). Quoting from my previous
publication: “accurate results require the evaluation of all terms in the differential equation
governing the calorimeter”. This differential equation is Eq. 1 in the 1994 publication and Eq.
A1 in this present manuscript. It is unreasonable for the reviewer to assume that the heat
transport by the effluent gases is entirely ignored when both authors have always emphasized the
importance of this term in previous publications such as J. Phys. Chem., Vol. 98, pp. 1948-1952
(1994). Reducing calorimetric errors to +0.01% (£0.0001 W) as reported in this manuscript
would certainly not be possible if heat transport by the effluent gases were ignored as claimed by
this reviewer.

Because the reviewer apparently does not understand the basic calorimetric differential equation,
I would like to point out that integration of the data, such as shown in Equation A.12, yields
much better results. This should be obvious from differential equations encountered in chemical

«,

kinetics. Furthermore, Equation A.12 is in “straight line form” where “y’ is the first term,
(k)5 is the intercept “a”, and the slope “b” equals C,M. Now look at the excellent straight

line for the experimental data in Fig. 9 that proves that accurate values for (k )3, and C,M can

be obtained from this integration of the experimental data. Once again, the rate of enthalpy
removal by the gas stream was included in these calculations. This reviewer needs to show
exactly what errors, if any, were made by this use of Equation A.12.

Temperature gradients in such cells as were used

Uniform cell temperatures are certainly important and this will depend on the cell geometry.
Stirring only by the gas evolution would be a serious problem for short, fat cells used by MIT,
Caltech and others in early studies. Problems of temperature gradients in cells used by other
laboratories does not directly translate to problems for our cells. The long and narrow design
described on p. 3 eliminates this problem. The measured radial and axial mixing times of 3
seconds and 20 seconds compared with the thermal relaxation time of 5000 seconds proves that
temperature gradients are not a problem. We have placed as many as 16 thermistors throughout
the cell to prove this point. Each cell always contains at least two thermistors. Identical
temperatures are measured with thermistors that are properly calibrated. The same calorimetric
results are always obtained with the data from either thermistor. Finally, Figure 2 present actual
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measurements of the cell temperature and the fluctuations are small. Averaging procedures (p.
16) reduce even this small error in temperature measurements to yield final calorimetric errors of
only £0.01%.

Heat transfer is said to be controlled by radiation, but there are other known heat paths.
Can it be justified to assume even “pseudo” pure radiation heat transfer behavior?

We have already covered the heat transport by the effluent gases represented by AHevap. This
leaves only heat transport by radiation and conduction because the cell is in a thermostatted bath
where convection is not a factor. Interms of power, P, in J/S or W

14

P=kR (Y::n - Y;:,,h + kC (Tcell = T;ath ) = k.R (]c.'ell . Y;?arh

Obviously, as kc — 0, then k , — kr. Based on the Stefan-Boltzmann coefficient and radiant
surface area as discussed on p. 16

It should be obvious that Pr/P = kg/ k , where Py is the power transferred by radiation and Pc is
the power transferred by conduction. If only 50% of the power were transferred by radiation,
then k,, would be twice as large as kr. The close agreement of the experimental k, values

shown in Table 1 with ki calculated above proves that the heat transfer by conduction is quite
small compared with the heat transfer by radiation (P¢ << Pg).

NMR results are named to confirm the absence of isotope separation.

As stated on p. 4, the operation of the cells in the “open mode” imposes continuous isotopic
separation of ordinary hydrogen. It is well known that water electrolysis preferentially removes
H rather than D. Early methods of preparing heavy water consisted of multi-stages of
electrolysis. This open cell will preferentially remove H rather than D to improve the isotopic
purity of the D,0. For a closed system using a recombiner, any H,O contamination will remain
in the cell throughout the experiment. This reviewer has it backwards. NMR measurements can
be used to confirm the presence of this isotopic separation in open cells.

The authors are no doubt aware that Storms has claimed that excess heat can also happen
on Pt Cathodes.

T have a recent email from Ed Storms stating that his results were obtained using a palladium
anode. Storms agrees that the dissolution of his palladium anode and the deposition of this
palladium onto his Pt cathode explains his results. The simultaneous deposition of palladium
ions and deuterium from D,0 solutions onto an inert substrate (co-deposition, see S. Szpak and
P. Mossier-Boss) is one of the best methods for the production of excess heat.

Fig. 5, why the sawtooth shape? More unspecified perturations?

Again, the reviewer has not carefully read p. 8 that explains this shape. The sawtooth shape is
due to the use of the differential equation rather than integration of the data and assumptions
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made about the time dependence of the true heat transfer coefficients. Due to electrolysis and
the decreasing electrolyte levels, the heat transfer coefficients change with time (see Equations
A2 and A.3 as well as J. Phys. Chem., 98, 1948-1952, 1994). Abrupt changes occur with D;O
additions to the cell. Fig. 5 clearly shows the advantage of integration of the data (square shaded
symbols). There are no sawtooth shapes and the rate of excess enthalpy generation is steady at
about 0.0011 W.

There have however been some papers by Shanahan in Thermochim. Acta suggesting that
very good mixing of the cell’s contents can result in merging of deuterium and oxygen
bubbles and their transport to the electrodes, there to recombine, catalyzed by the
electrode metals.

The authors are aware of the Shanahan papers. One major purpose of our paper is to
experimentally measure the extent of any recombination. The experimental result is clearly
0.0011 W produced by all forms of recombination (see Figs. SA and 5B). Therefore,
recombination can be ruled out as a major error source, as shown previously by Will. The
experimental result is consistent with theoretical calculations based on oxygen diffusion and
reduction at the cathode. It is well know that H, or D, is not oxidized at a platinum oxide anode.
Even if deuterium and oxygen bubbles merge, they will not react at the anode, thus only oxygen
reduction at the cathode is important. There is already a rich mix of deuterium gas at the
cathode, thus any merging should be insignificant at this electrode. The results on the
recombination controversy provided by this paper should be a strong argument for its
publication.

I believe this addresses all of the major points raised by this reviewer. The additional comments
can be readily addressed in the revision of this manuscript.
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REVIEWER 69

A precise thermostated bath was always used in these experiments to control the bath
temperature to within £0.01°C. A “dishpan of water” has never been used in any study by either
author. This insulting and inaccurate comment clearly shows the bias of this reviewer. The
water temperature in the thermostated bath (not dishpan) is obviously constant and therefore
irrelevant to the rate of heat production inside the Dewar in any given experiment.

The heat transfer path through the electrical leads is readily calculated from known thermal
conductivities (Pt, 0.730 W cm™K™). For a Pt lead of 0.5 mm diameter and 10 cm length, this
yields 0.000014 W/K. For a cell temperature of 32.3°C (Fig. 2) and a room temperature of
25.0°C, we calculated an enthalpy transfer rate of 0.00015 W. This electrical lead effect is
obviously much smaller than the radiative heat transfer pathway for this cell (up to 0.8 W).
Furthermore, such electrical lead effects are nearly constant and can be readily included in the
pseudo-radiative heat transfer coefficient. Insulation at the top of the cell prevents any power
loses greater than the small value calculated for the two electrical leads. What does this leave as
the major heat transfer pathway? The answer is the radiative heat transfer through the walls of
the Dewar cell as stated in this manuscript.

Mathematical arguments also prove that the heat transport by radiation (Pr) is much larger than
heat transport by conduction (P¢) for this Dewar calorimeter. In terms of total power (P) in W

P=kg (?;:u o Tb4ath) + ke(Tg—Tn) = k'R (Tc:ﬂ - ‘Té:zth

Obviously, as kc — 0, then k, — kr. Based on the Stefan-Boltzmann coefficient and radiant
surface area as discussed on p. 16

It should be obvious that Pg/P = kg/ k'R where Py is the power by radiation and Pc is
the power transferred by conduction. If only 50% of the power were transferred by radiation,
then k, would be twice as large as kr. The close agreement of the experimental k, values

shown in Table 1 with kg calculated above proves that the heat transfer by conduction is quite
small compared with the heat transfer by radiation (Pc << Pg).

Comments regarding clarity and referencing can be addressed in the revision of this manuscript.
Why is the claim of 99.99% precision and accuracy unbelievable? In a well-stirred calorimetric
system, the precision and accuracy are limited mainly by the temperature measurements.
Temperature measurements more accurate than +0.01°C are possible. Accurate temperature
measurements should result in similar accurate calorimetric results.

It is well known that Dewar vessels minimize heat transport by conduction. Thus the heat
measurement principle is based on the rate of enthalpy transport via radiation through the Dewar
walls into the bath. The phase change of D,O from liquid to gas is given by “L” in Eq. Al
(Appendix). This is the only phase change.

As many as 16 thermisters have been placed in similar Dewar cells to prove that the contents of
these calorimeters are always at a uniform temperature. Furthermore, the raw data shown in Fig,
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2 for cell temperature measurements every 300 seconds proves that the temperature fluctuations
within the cell are small. Averaging procedures (p. 16) greatly reduce the calorimetric errors due
to cell temperature measurements to +0.01%.

The LiOD electrolyte yields only Li' and OD ions in the D;O solution. The only possible
electrochemical reaction other than the D, and O, evolution reactions is the reduction of Li".
Thermodynamically, the reduction of Li" cannot occur in H,0 or D,0 solutions. If any lithium
metal were formed electrochemically, it would immediately react with the D,0 to produce LiOD
and D; gas (Li + D,0 — LiOD + 0.5 D,). In fact the LiOD for these experiments is generally
produced by reacting lithium metal with D;O.

The volumes of gases evolved have been measured by the direct gas displacement of water in an
inverted calibrated buret. The volume of gas evolved can also be calculated by the makeup
additions of D,0.

For anyone that has followed the cold fusion calorimetry of open systems, it should be obvious
that there is no steady state for these calorimetric measurements (see J.Chem.Phys. Vol. 98, p.
1948-1952, 1994). Quoting “There is no steady state in electrochemical calorimetry, so accurate
results require the evaluation of all terms in the differential equation governing the calorimeter”.
The calorimetric analysis is based on the fundamental differential equation, Eq. A.1 in the
Appendix.

The lead wires were chemically isolated from gases in the head space to prevent any
recombination of the evolved gases. Glass tubing or shrink Teflon can be used to cover the bare
wires. Thermal insulation was not the goal. However, the connection of these wires to the
warmer power supply should help to further minimize the small heat transfer from the Dewar
cell by the electrical leads.

My background is in battery research, and I have never heard of Kel-F being used as the anode in
any battery. 1 have searched my battery books and there is no mention anywhere of Kel-F used
in batteries. Kel-F is a chemically and electrochemically inert material under these experimental
conditions.

Since the correct model (heat transfer by radiation) WAS used to analyze the data, the remainder
of this paper stands as written. In summary, this calorimetric design and data analysis shows that
only 0.0011 W is produced by recombination in the Pt/D,O system This result on the
recombination controversy should be a strong argument for the publication of this manuscript.
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From: Davine — Journal of Physical Chemistry

To: "melmilesl@juno.com” <melmilesl@juno.com>
Date: Mon. 24 Jul 2006 14:46:25 -0500
Dear Dr. Miles:

| did forward your comments as requested but | left the option of replying to the reviewers. |
have not received any response. | do not plan to reopen thefile.

Sincerely,

George C. Schatz
Editor-in-Chief
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From: Davine — Journal of Physical Chemistry

To: Mel and Linda Miles <melmilesl@juno.com>
Date: Wed, 19 Jul 2006 12:18:46 -0500
At 05:42 PM 7/16/2006 you wrote:

Dr. Schatz,

| am very interested in any scientific response to my comments that the reviewers can muster.
Please remind them to reply. A non-reply will indicate that they have no rebuttal for my
comments, hence this manuscript should be published if ordinary rules apply.

Dr. Miles

On Thu, 15 Jun 2006 14:58: 18 -0500 Davine — Journal of Physical Chemistry writes:

Dear Dr. Miles:
We will send your comments to the reviewers.

Thanks,

George C. Schatz
Editor-in-Chief
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